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<td>208</td>
</tr>
<tr>
<td>CRC</td>
<td>Computer Related Crimes</td>
<td>2</td>
</tr>
<tr>
<td>CSAM</td>
<td>Child Sexual Abuse Material</td>
<td>11</td>
</tr>
<tr>
<td>CSEM</td>
<td>Child Sexual Exploitation Material</td>
<td>1</td>
</tr>
<tr>
<td>CSP</td>
<td>Cloud Service Provider</td>
<td>51</td>
</tr>
<tr>
<td>CSV</td>
<td>Comma-separated Values</td>
<td>131</td>
</tr>
<tr>
<td>DCNN</td>
<td>Deep Convolutional Neural Network</td>
<td>56</td>
</tr>
<tr>
<td>DDoS</td>
<td>Distributed Denial-of-service</td>
<td>7</td>
</tr>
<tr>
<td>DEX</td>
<td>Deep EXpectation</td>
<td>39</td>
</tr>
<tr>
<td>DF</td>
<td>Digital Forensics</td>
<td>4</td>
</tr>
<tr>
<td>DFI</td>
<td>Digital Forensic Investigator</td>
<td>20</td>
</tr>
<tr>
<td>DFL</td>
<td>Digital Forensic Laboratory</td>
<td>19</td>
</tr>
<tr>
<td>DL</td>
<td>Deep Learning</td>
<td>1</td>
</tr>
<tr>
<td>DNN</td>
<td>Deep Neural Network</td>
<td>45</td>
</tr>
<tr>
<td>DoS</td>
<td>Denial-of-service</td>
<td>10</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
<td>Page</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------------------------------------------</td>
<td>------</td>
</tr>
<tr>
<td>ESP</td>
<td>Electronic Service Providers</td>
<td>22</td>
</tr>
<tr>
<td>FBI</td>
<td>Federal Bureau Of Investigation</td>
<td>9</td>
</tr>
<tr>
<td>FC</td>
<td>Fully-connected</td>
<td>43</td>
</tr>
<tr>
<td>FCE</td>
<td>Face Colour Extraction</td>
<td>60</td>
</tr>
<tr>
<td>FTK</td>
<td>Forensic Toolkit</td>
<td>18</td>
</tr>
<tr>
<td>FTP</td>
<td>File Transfer Protocol</td>
<td>17</td>
</tr>
<tr>
<td>GAN</td>
<td>Generative Adversarial Network</td>
<td>34</td>
</tr>
<tr>
<td>GCHQ</td>
<td>Government Communications Headquarters</td>
<td>18</td>
</tr>
<tr>
<td>GCP</td>
<td>Google Cloud Platform</td>
<td>81</td>
</tr>
<tr>
<td>GDPR</td>
<td>General Data Protection Regulation</td>
<td>40</td>
</tr>
<tr>
<td>GPU</td>
<td>Graphics Processing Unit</td>
<td>39</td>
</tr>
<tr>
<td>GUI</td>
<td>Graphical User Interface</td>
<td>85</td>
</tr>
<tr>
<td>HBFT</td>
<td>Hierarchical Bloom Filter Tree</td>
<td>28</td>
</tr>
<tr>
<td>HDD</td>
<td>Hard Disk Drive</td>
<td>9</td>
</tr>
<tr>
<td>HOG</td>
<td>Histogram-oriented Gradient</td>
<td>103</td>
</tr>
<tr>
<td>HRN</td>
<td>Human Rights Now</td>
<td>25</td>
</tr>
<tr>
<td>HSV</td>
<td>Hue, Saturation, Value</td>
<td>60</td>
</tr>
<tr>
<td>ICMP</td>
<td>Internet Control Message Protocol</td>
<td>17</td>
</tr>
<tr>
<td>ICT</td>
<td>Information Communications Technology</td>
<td>7</td>
</tr>
<tr>
<td>IIOC</td>
<td>Indecent Images Of Children</td>
<td>24</td>
</tr>
<tr>
<td>IoT</td>
<td>Internet Of Things</td>
<td>19</td>
</tr>
<tr>
<td>IP</td>
<td>Intellectual Property</td>
<td>10</td>
</tr>
<tr>
<td>IQR</td>
<td>Interquartile Range</td>
<td>185</td>
</tr>
<tr>
<td>IRC</td>
<td>Internet Relay Chat</td>
<td>17</td>
</tr>
<tr>
<td>JSON</td>
<td>JavaScript Object Notation</td>
<td>56</td>
</tr>
<tr>
<td>KD</td>
<td>Knowledge Distillation</td>
<td>38</td>
</tr>
<tr>
<td>KNN</td>
<td>K-nearest Neighbours</td>
<td>57</td>
</tr>
<tr>
<td>KPI</td>
<td>Key Performance Indicator</td>
<td>8</td>
</tr>
<tr>
<td>KVM</td>
<td>Kernel-based Virtual Machine</td>
<td>22</td>
</tr>
<tr>
<td>LEA</td>
<td>Law Enforcement Agency</td>
<td>1</td>
</tr>
<tr>
<td>LR</td>
<td>Learning Rate</td>
<td>45</td>
</tr>
<tr>
<td>MAD</td>
<td>Mean Absolute Difference</td>
<td>37</td>
</tr>
<tr>
<td>MAE</td>
<td>Mean Absolute Error</td>
<td>5</td>
</tr>
<tr>
<td>MEDS</td>
<td>Multiple Encounter Dataset</td>
<td>65</td>
</tr>
<tr>
<td>ML</td>
<td>Machine Learning</td>
<td>2</td>
</tr>
<tr>
<td>MLaaS</td>
<td>Machine Learning As A Service</td>
<td>56</td>
</tr>
<tr>
<td>MLP</td>
<td>Multilayer Perceptron</td>
<td>58</td>
</tr>
<tr>
<td>MOBA</td>
<td>Multiplayer Online Battle Arena</td>
<td>7</td>
</tr>
<tr>
<td>MSE</td>
<td>Mean Squared Error</td>
<td>37</td>
</tr>
<tr>
<td>MTCNN</td>
<td>Multitask Cascaded Convolutional Network</td>
<td>50</td>
</tr>
<tr>
<td>MVC</td>
<td>Model-view-controller</td>
<td>85</td>
</tr>
<tr>
<td>NC</td>
<td>Netcat</td>
<td>17</td>
</tr>
<tr>
<td>NCCS</td>
<td>National Computer Crime Squad</td>
<td>11</td>
</tr>
<tr>
<td>NCMEC</td>
<td>National Center For Missing And Exploited Children</td>
<td>17</td>
</tr>
<tr>
<td>NGO</td>
<td>Non-governmental Organisation</td>
<td>25</td>
</tr>
<tr>
<td>NSRL</td>
<td>National Software Reference Library</td>
<td>27</td>
</tr>
<tr>
<td>OS</td>
<td>Operating System</td>
<td>3</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
<td>Page</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
<td>------</td>
</tr>
<tr>
<td>P2P</td>
<td>Peer-to-peer</td>
<td>16</td>
</tr>
<tr>
<td>PCA</td>
<td>Principal Component Analysis</td>
<td>48</td>
</tr>
<tr>
<td>PCC</td>
<td>Pearson Correlation Coefficient</td>
<td>116</td>
</tr>
<tr>
<td>PDF</td>
<td>Portable Document Format</td>
<td>92</td>
</tr>
<tr>
<td>PI</td>
<td>Principal Investigator</td>
<td>92</td>
</tr>
<tr>
<td>PSDN</td>
<td>Public Switched Data Network</td>
<td>10</td>
</tr>
<tr>
<td>PSN</td>
<td>Public Switched Network</td>
<td>9</td>
</tr>
<tr>
<td>PSTN</td>
<td>Public Switched Telephone Network</td>
<td>9</td>
</tr>
<tr>
<td>RAM</td>
<td>Random Access Memory</td>
<td>110</td>
</tr>
<tr>
<td>ReLU</td>
<td>Rectified Linear Unit</td>
<td>43</td>
</tr>
<tr>
<td>RMSE</td>
<td>Root Mean Squared Error</td>
<td>37</td>
</tr>
<tr>
<td>SEIC</td>
<td>Sexually Exploitative Imagery Of Children</td>
<td>23</td>
</tr>
<tr>
<td>SGD</td>
<td>Stochastic Gradient Descent</td>
<td>46</td>
</tr>
<tr>
<td>SIS</td>
<td>Schengen Information System</td>
<td>30</td>
</tr>
<tr>
<td>SSD</td>
<td>Solid State Drive</td>
<td>19</td>
</tr>
<tr>
<td>SSH</td>
<td>Secure Shell</td>
<td>92</td>
</tr>
<tr>
<td>SSKD</td>
<td>Simple Skin Detection</td>
<td>60</td>
</tr>
<tr>
<td>SVM</td>
<td>Support Vector Machine</td>
<td>18</td>
</tr>
<tr>
<td>SWA</td>
<td>Stochastic Weight Averaging</td>
<td>46</td>
</tr>
<tr>
<td>SWAG</td>
<td>SWA-Gaussian</td>
<td>216</td>
</tr>
<tr>
<td>UCD</td>
<td>University College Dublin</td>
<td>82</td>
</tr>
<tr>
<td>UML</td>
<td>Unified Modeling Language</td>
<td>85</td>
</tr>
<tr>
<td>URL</td>
<td>Uniform Resource Locator</td>
<td>94</td>
</tr>
<tr>
<td>VisAGE</td>
<td>Visual Age And Gender</td>
<td>xxi</td>
</tr>
<tr>
<td>VM</td>
<td>Virtual Machine</td>
<td>18</td>
</tr>
<tr>
<td>VPN</td>
<td>Virtual Private Network</td>
<td>8</td>
</tr>
</tbody>
</table>
ABSTRACT

We are living in a digital era where most transactions are contact-less, social media platforms are commonplace and a part of our daily life is recorded either in a permissive or surreptitious manner. Whether we are present in an online meeting, daily social media feed, a peer-connected calendar, a live gaming or video stream, hundreds of bytes of our information are sent through a network to a server. The exponential growth of storage is also enabling thousands of multimedia content to be stored locally on digital devices but at the same time challenging digital investigations that are hampered by the accumulation of such devices that were stored in a forensic laboratory awaiting to be processed by an expert in a timely manner. The size and amount of information that requires analysis is increasing, leading to an ungovernable digital forensic backlog. Smartphone users are able to produce original content such as audio, images and videos, and thanks to the internet, are able to broadcast data worldwide in a matter of seconds. Digital forensic practitioners have become overwhelmed by the amount of data that they encounter and are requiring the implementation of artificial intelligence as tools and techniques to aid investigations, to discover, gather and analyse records swiftly.

To address the digital forensic backlog, the creation of age estimation models to assist digital forensic investigations has been proposed. Although some models perform well for the entire age range, in certain age ranges such as the underage group, the models perform wholly inadequate. Influencing factors on underage age estimation have been evaluated and it has been determined that certain elements have strong, mild or weak correlations with the machine-predicted performance. These considerations are key on the curation of datasets and will yield better results on future trained models.

The largest underage dataset with age and gender labels has been collected and several models have been experimented with different image pre-processing techniques, neural network architectures, etc. Hyper-parameter optimisation was introduced and the best score for facial age estimation was obtained. The scores were evaluated with a chosen test dataset that contains faces that can be spotted by well-known face detectors such as Viola Jones. A novel facial embedding approach was proposed and a distribution evaluation metric was introduced instead of a single value. The performance achieved surpasses the state-of-the-art facial age detectors for subjects under the age of 25.
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1.1 Preamble

The central theme of this dissertation is based on cybercrime investigations and the application of deep learning (DL) to assist investigators in identifying missing children, victims, suspects and combating the accumulation of unprocessed digital devices (known as digital forensic backlog) seized in crime scenes.

The influence of digital data in our daily life has increased the number of apprehended devices in a crime scene. Scanning the surface of a disk for digital evidence has long been a time-consuming task for forensic investigators. Law enforcement agencies (LEAs) struggle to obtain information with probative value due to the lack of time and experts required to process such devices. Once the evidence is collected, it is stored in a digital forensic laboratory awaiting to be analysed. But due to the mentioned lack of resources, there is an increment in the backlog. In order to process the considerable amount of data seized and processed in a typical case, a time-consuming, highly-skilled digital forensic analysis must be conducted. Furthermore, the seized devices must often be processed immediately due to the urgent need of evidence to progress an investigation that could be a matter of life or death. [217].

Human soft biometric traits, such as age and gender, have been used by police officers and witnesses in their description of unidentified victims. In certain cases, the age of the victim can result in the determination of a crime categorisation. Production, distribution, and possession of child sexual exploitation material (CSEM) are considered illegal activities in most jurisdictions. The growth of CSEM has been influenced by its availability on the deep web and has resulted in a large expansion of cybercrime. During CSEM investigations, digital forensic investigators are exposed to such material and some involved personnel are negatively impacted due to such contact [261].

Several studies have revealed digital forensic backlogs in Ireland, were ranging from
one to four years [108, 122, 225]. It has been reported that the average digital forensic backlog in laboratories around the globe was from six to twelve months in 2009 [40]. The Irish media has recently reported in early January 2020 that computer related crimes (CRC) are experiencing up to 5 years of delay due to the law enforcement backlog and cases have been held and ruled upon in court with potentially pertinent evidence sitting untouched in the evidence lockers. In an attempt to address the backlog issue, the Cybercrime Bureau in An Garda Síochána has been boosted to over 30 members in the past and recently, jumped to over 200 personnel. Nevertheless, it is unsustainable that LEAs are able to sufficiently increase the number of digital forensic expert personnel. Therefore, the use of artificial intelligence (AI) techniques to aid digital forensic examinations is proposed. The leveraging of branches of AI, such as machine learning (ML), DL, and computer vision to lessen the digital forensic backlog is a promising approach. However, such approach is at its earliest stage and has recently started to contribute to the digital forensic community.

With the introduction and growth of modern information technology, the evolution of evidences held in court has migrated from just the “traditional” physical evidence to the inclusion of digital evidence which is widely scattered in both local and cloud environments. The significant lack of resources and automation in the acquisition and/or analysis steps of the digital forensic process increments the digital forensic backlog. Per Scanlon, the lack of these resources will continuously influence the throughput of digital forensic laboratories and therefore, are likely to continue hindering investigators in the future [225]. To address the digital forensic backlog, we have focused solely on the facial age component which can be further implemented in a pipeline of CSEM detection systems (refer to Section 2.2) or as a component in cloud environments such as Hansken [244] or Katalyst\(^1\).

While human capabilities to detect and identify multiple facets, such as age, gender, ethnicity and facial expressions, can be accomplished by a quick glance at a digital image, machines are required to be trained intensively in order to understand traits present in photographs. Facial recognition has been the main attraction of several products in these last couple of years and performance controversy has returned to the mainstream media due to the new government regulations on mask coverings in crowded places, impeding users to authenticate properly on certain devices as a result of occlusion. Facial recognition technology as unlocking/authentication security mechanism surpasses the traditional fingerprint authentication. China has used facial recognition technology across multiple applications, e.g., identification of ride hailing service driver and jaywalkers, pay with a smile, etc. In the USA, it has been used in

\(^{1}\)https://projectvic.org/katalyst/
religious services to track worshippers, and in the UK, it has been used to stop shoplifters.

As with any type of technology, there are also drawbacks to facial recognition such as privacy concerns, violations of rights and personal freedom, and biased algorithms that do not perform as well for certain ages/gender/race, etc. Diversity of the data and the collection of large unbiased datasets are key to address this issue and is encouraged in our future work.

The appearance of ubiquitous object detectors will generate a considerable impact on the life of users and consumers. Migrating to a facial-recognition-based authentication factor can strengthen system security to prevent impersonation attacks. Facial security checks could impede card cloning, fraudulent exam takers, and identity theft. Clustering photos of a same subject is a functionality that has been used in several operating system (OS) photo album features. This feature could assist investigations and backlogs and has been evaluated in this study through the use of facial embedding vectors.

The use cases for accurate age estimation are not only limited to child abuse material (CAM) investigation but are useful across a range of crimes such as exploitation, trafficking, forced labour and abduction. Age estimation commodities are becoming more common in our milieu. Applications can be found in adult entertainment venue access, purchase of age-restricted goods such as alcohol, tobacco and lottery, and age targeted advertising. The aforementioned scenarios are just some examples of the variety of applications that can be achieved with “multi-layered DL technology for highly intelligent services” [258].

The accurate age estimation of a subject has always been a challenge for research across several fields. From counting the annual rings of wood growth to determine the age of a tree to measuring the skeletal maturity of a bone to obtain the age of a living being. Several methods have been proposed, from measurement-driven anthropomorphic analysis to the application of ML algorithms, and the accuracy is constantly improving. Furthermore, the demand to distinguish the marginally under-age from the slightly overage is a matter of study where existing methods have been proven not to be reliable enough to be able to perform the task.

1.2 Research Ethics

Prior to data collection, institutional ethical approval was obtained (University College Dublin Human Research Ethics Committee reference number LS-17-74-Anda-Scanlon). Refer to Appendix A.1 for more information. The dataset is subject to reinforced safe-
guards to prevent unauthorised distribution. The data controller analyses the applications and allows or denies access to researchers that have been registered adequately.

It was also necessary to declare that the use of the facial embedding dataset (Selfie-FV) was exempt from a full ethical review. This due to the data consumed being in the form of facial vectors which is further discussed in Section 3.3.4.1. The data used is completely anonymous and obtaining personal identifiable information from a vector is infeasible. Further information regarding the exemption may be consulted in the Appendix A.2.

1.3 Research Questions

The main aim of this research is to aid investigations by introducing a novel approach to identify victims and/or suspects with soft biometric cues such as age and gender in an automated manner. While contributing with robust forensically sound tools and techniques for digital forensics (DF) that can support the evidence that is presented in court in a timely manner, address the digital forensic backlog that has become a well know issues in LEAs throughout the globe.

The research questions are the following:

1. What are the influencing factors that can improve the performance of facial age prediction models?
2. How can DL be used to aid digital forensic investigators and lessen their exposure to sensitive data?
3. How can the design and implementation of an age-prediction-based DL model assist the digital forensics backlog?
4. What is the impact of integrating ML and DL techniques with digital forensic processing with regards to forensic soundness, court admissibility, and case throughput capabilities?

1.4 Contributions

1. Scientific
   
   • Evaluation of the current state of the art in facial age estimation.
• Comprehensive review of age estimation techniques, and the influencing factors on the performance.
• Experimental evaluation of current age estimation techniques both offline and cloud-based.
• Collection and dissemination of the largest curated underage facial age dataset with exact year and month of age and gender labels (VisAGe dataset).
• Implementation of a novel offline pre-processing technique (suitable for LEAs) for face landmark detection and hairline contour prediction of single frontal face images: contour artistic dlib approach.
• Design of a classification model based on a ResNet50 architecture with a mean absolute error (MAE) of 2.73 for under-age subjects (DeepUAge).
• Implementation of a novel regression model based on facial vector embeddings with a MAE distribution of 2.5 and a winning model of 2.3 (Vec2UAge).
• Significant improvement over individual cloud-based age estimators through the use of ensemble-based approaches for subjects under the age of 18 - comparable with expert human estimators.
• Modelling of a hyper-parameter optimisation approach that yielded a winning model of 2.5 (MAE).

2. Technical

• The release of a standalone client-based tool designed to generate unique, uniformly distributed random images by age and gender from several facial image datasets (such as FG-NET, FERET, IMDB-WIKI, MEDS, YFCC100M).
• Creation of an online collaborative voting-based dataset collection framework with age and gender annotation capacities (VisAGe data collection system).

1.5 Layout of this Thesis

• Chapter 2 introduces a comprehensive literature review of the background and related work of this research.
• Chapter 3 describes the related work that has been done in the fields of facial age datasets, data bias, human and machine estimations, influencing factors of facial ageing, facial vectors, the digital forensic backlog and adult content detection approaches.
• Chapter 4 outlines the methodologies for evaluating facial age estimation, improving the borderline adulthood age estimation, VisAGe (a framework for facial image collection and age and gender annotations), Creation of models and the assessment of the influencing factors on the accuracy of facial age estimation.

• Chapter 5 demonstrates the implementation of the dataset generator, the online collaborative voting-based dataset collection framework with age and gender annotation capacities, a novel pre-processing approach and the age estimation models.

• Chapter 6 describes the results of the evaluation of age estimation models, and our own developed models, the outcome of VisAGe is also presented. And finally, age estimation performance influencing factors are listed.

• Chapter 7 presents the conclusion and future work.
2.1 Cybercrime and Digital Forensic Investigations

2.1.1 Cybercrime

2.1.1.1 Introduction

Criminal offences are illegal actions penalised accordingly by the relevant jurisdiction\(^1\). In Ireland, crimes committed with information communications technology (ICT) tools are a persistent and prevalent problem as it is throughout the globe. The term cybercrime is usually referred to as a crime committed in cyberspace against property, individuals or organisations with the use of digital devices or other forms of ICT. Property may refer to bank and utility accounts, electronic devices, home assistants that control lights, door bells, learning thermostats, smart plugs, smart TVs, etc. Cyberstalking, cyberbullying, production, possession and dissemination of CSEM, and trafficking are categorised as cybercrime against individuals. Organisations and governments are prone to become victims of cyber-terrorism, distributed denial-of-service (DDoS) attacks, hacktivism for a socially or politically motivated reason, web defacement, etc. Individuals are also susceptible to DDoS attacks particularly in multiplayer online battle arena (MOBA) games.

Hunton defined cybercrime as undesirable behaviour and other illicit activities that require the use of networked telecommunications [114]. Cyber-dependant crime by definition, involves the use of technology such as the internet, digital devices, networks and other means of communication. It is one of the fastest growing criminal activities across the world and has yielded yearly economical damages of over €300 billion [214]. These investigations entail the collection of digital evidence from sev-

\(^1\)Official power to make legal decisions and judgements
eral sources [18]. Furthermore, involving the process of investigating and applying digital forensic techniques (explained in Section 2.1.2) to preserve, analyse and recover digital forensic data in an internet-based or local crime scene and further identify perpetrators and their true motivations. Criminal or *mens rea* (illicit intent which leads to certain criminal behaviour) is a key factor of criminology [114] and will be prevalent in digital-oriented investigations throughout the world. Investigations on cybercrimes can be both proactive and reactive. For the former, in response to intelligent systems such as anomaly detection, pattern recognition or other systems with AI capabilities that can detect potential threats and attempts to vulnerate systems. For the latter, after the crime has been identified, the respective notification to the relevant authorities.

For this thesis, an emphasise on cybercrimes against individuals will be accomplished; these type of crimes may not affect the global economy as much as other type of cyber-dependant crimes but are more harmful to humans, specifically children and should become a top priority for LEAs. In this section, challenges and classifications per authors are presented.

### 2.1.1.2 Challenges

It has been argued that cyber-dependant investigations are still in their early stages of infancy [114], and much can be learned from the development of other established sciences. Jewkes and Andrews reported in 2005, that the police service tends to respond to innovation with an increased delay [128]. The aforementioned report established that priorities and performance of LEAs in England & Wales were found to be measured by government-set key performance indicators (KPIs) that excluded CSEM [128]; thus hampering top priority investigations for crimes against children in the internet.

Bequai [24] has reported that nearly 90% of financial industries lack the capability to investigate cybercrimes. One of the main obstacles in cybercrime is the transnational nature, where the offence can transcend worldwide with lack of international cooperation to investigate the case, resulting in high costs and time-consuming research.

Specialised police cyber-crime units face technical challenges due to the lack of training and experience and limited abilities to conduct cybercrime investigations [152], whereas cybercriminals are usually technologically-aware and constantly developing and adapting to new tools to allow them to be one step ahead of LEAs [189].

Anonymity and attribution are two key factors that complicate investigations. The former is feasible due to a plethora of techniques such as proxies, onion servers, mixed networks, virtual private networks (VPNs), etc. The latter is slightly more complex; although a system can record logs with nonrepudiation, the integrity of a transaction
could be compromised by savvy malicious users with the use of techniques such as SQL injection, social engineering, or ultimately, employing the trojan horse defence in court so the defendant can claim he did not commit the actus reus [33]. Furthermore, a person can impersonate another through elaborate spoofing schemes with ease [123].

The ever-increasing storage capacity of hard disk drive (HDD) has presented a huge challenge for cybercrime investigations, contributing to the increase of the digital forensic backlog (Outlined in Section 2.1.2.7). Data with probative value may be hidden through steganography or encryption [123], thus increasing the processing times of an investigation.

2.1.1.3 Classification of Cybercrime

Cybercrimes were vaguely prosecuted as mail and wire fraud until the appearance of the first federal computer fraud law: Computer Fraud and Abuse Act (CFAA) in 1984, designed to criminalised unauthorised access to computers. Ever since, the CFAA has faced several modifications [135], being the latest update in 2008 and recently discussed in the Obama administration back in 2015.

The CFAA included seven types of criminal activity [124]:

- Cyber Espionage,
- Obtaining Information by Unauthorized Computer Access,
- Government Computer Trespassing,
- Computer Fraud,
- Damaging a computer
- Password trafficking, and
- Threats and extorsion.

Cybercrime classification has evolved throughout the years and suffered several alterations due to the constant technological development. In the late 90’s, the Federal Bureau of Investigation (FBI) introduced a classification of cyber-dependant crimes in seven segments which struggled to contemplate most of the crimes for that time. Furthermore, it was observed that CSEM which is a subject discussed in this dissertation in Section 2.2, is vaguely classified in the “Others” region. The first classification included intrusions of the public switched network (PSN), which refers to carrier networks that provide circuit switching for public users. It is a term applied to public
switched telephone network (PSTN) but can also be referred to public switched data network (PSDN). The following divisions are major computer network intrusions, network integrity and privacy violations, industrial espionage, pirated computer software and “others”, which is a class that represents other crimes where the computer is a major factor in committing the criminal offence.

Later in 1998, the UK Audit Commission developed a classification methodology of 9 items [16]. It is clear that through the years, additional cybercrimes were identified. According to Dowland, offence involving pornographic material, were not reported until the year 2001 [65]. In that year, a total of 625 reported incidents of computer crime and abuse in the UK were documented. Pornography was the second most reported incident after viruses with 193 instances equating to a 30% of the total.

Wall has defined several approaches to cybercrime classification [250, 251, 252]. His first approach in 2001, categorised in: cyber-trespass which links to crossing boundaries into other people’s property and/or causing damage (hacking, defacement, viruses), cyber-deceptions & thefts that refer to stealing money and intellectual property (IP) theft in general, cyber-pornography refering to breaching laws on obscenity and decency, and cyber-violence which refers to psychological harm through hate speech, stalking, etc. His second approach which was documented in 2007, divides the categories in 3 broad groups: computer integrity, computer assisted and computer content crimes; it can be noticed that now there is a clear classification for CSEM through content. Finally in 2015, Wall defines similarly 3 groups namely crimes “against”, “using” and “in” the machines. The crimes in the machines category is similar to the computer content crimes previously defined in 2007.

In 2001, Furnell designed a high level of categorisation for cybercrimes which were based on the UK Audit Commission [83]. They were classified into two simple categories: “computer-assisted” and “computer-focused” crimes. A year later, James and Nordby also maintained a dual classification system consisting in computer as an instrument in criminal activity and computer as a target of criminal activity. The former contains activities such as child pornography and solicitation, stalking and harassment, fraud, software piracy, gambling, drugs, unauthorised access into other computer systems, denial-of-service (DoS) attacks, data modification, embezzlement, identity theft, credit card theft, theft of trade secrets and intellectual property, extortion and terrorism. The latter has a slight overlap of activities which can be seen in Table 2.1. Both type of crimes consider exploitation of children in different forms: solicitation/prostitution and the second refers to content related crimes against children. Similarly, in 2006, two cybercrime classes emerged: TYPE I and TYPE II [93]. The former being mostly technological in nature; the latter, more pronounced human elements.
<table>
<thead>
<tr>
<th>author</th>
<th>year</th>
<th>classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>FBI National Computer Crime Squad (NCCS) Fraser [80]</td>
<td>1996</td>
<td>Intrusions of the PSN Major computer network intrusions Network integrity violations Privacy violations Industrial espionage Pirated computer software Others</td>
</tr>
<tr>
<td>UK Audit Commission Audit Commission [16]</td>
<td>1998</td>
<td>Fraud for private gain Theft of data Unlicensed software Private work Misuse of personal data Hacking Sabotage Pornographic material Virus</td>
</tr>
<tr>
<td>Wall [251]</td>
<td>2001</td>
<td>Cyber-trespass Cyber-deceptions and thefts Cyber-pornography Cyber-violence</td>
</tr>
<tr>
<td>James and Nordby [123]</td>
<td>2002</td>
<td>Computer as an instrument in criminal activity Computer as a target of criminal activity</td>
</tr>
<tr>
<td>Gordon and Ford [93]</td>
<td>2006</td>
<td>TYPE I TYPE II</td>
</tr>
<tr>
<td>Walden [249]</td>
<td>2007</td>
<td>Technology-based Motivation-based Outcome-based Communication-based Information-based crimes</td>
</tr>
<tr>
<td>McGuire and Dowling [172]</td>
<td>2013</td>
<td>Cyber-dependent Cyber-enabled</td>
</tr>
<tr>
<td>Wall [252]</td>
<td>2015</td>
<td>Crime against machines Crime using machines Crimes in the machine</td>
</tr>
<tr>
<td>Tsakalidis and Vergidis [241]</td>
<td>2019</td>
<td>A: Offences Against the CIA B: Computer-Related Offences C: Content-Related Offences D: Copyright and Related Rights E: Combinational Offence</td>
</tr>
</tbody>
</table>

Table 2.1: Cybercrime classification with the categories corresponding to CSEM highlighted.

Walden defined cybercrimes in five different categories: technology, motivation, outcome, communication and information based crimes [249]. McGuire and Dowling compressed the classification to two categories: dependent and enabled cyber-crimes [172]. The former group defines a cyber-dependent crime as an offence that can only be committed with technology, e.g., live streaming of sexual abuse. The latter may be perpetrated without the use of ICT, but with its use, a large scale attack may be performed. For example, child sexual abuse material (CSAM) would fill in this category weather it refers to a magazine or a digital file.
The rest of the modern cybercrime classifications can be seen with the categories corresponding to CSEM related crimes highlighted in yellow. These classification are more sophisticated because they consider the principles of computer and internet security: CIA.

2.1.2 Digital Forensics

2.1.2.1 Introduction

In the early days, criminal investigations relied on oaths, confessions and witness testimony [226]. Verdicts were determined by inducing pain to the suspects, normally know as trial by ordeal. Later with the invention of computers, which eventually became very prevalent in society, being used for many task that would optimise manual processes. Nevertheless, there was also room for crimes enabled or dependent on computers. Born from computer hobbyists and law enforcement officers, the term computer forensics (CF) was coined. It was a term used in the past to what today we refer to as DF. Today, CF refers to the recovery and investigation of material only found on a computer. With the burst of technological advancements, evidence has expanded from personal computers to myriad digital devices and there has been an increase of sub-disciplines related to DF. According to the definition established in the first digital forensic research workshop (DFRWS) in the year 2001, DF refers to the use of proven methods for all the stages of the digital forensic process (preservation, collection, validation, identification, analysis, interpretation, documentation and presentation) applied to digital evidence [197].

2.1.2.2 Digital Forensic Process

Digital forensics processes are a set of standard procedures involved in a cybercrime investigation used to substantiate an event. They are an abstraction of practices used in real life investigations. Adapted from Kruse [144] the procedures involved in digital forensics are the preservation, identification, extraction, documentation and interpretation of digital data (PIEDI). First, preservation determines the act of maintaining the original evidence intact. Any change in the chain of custody would impact greatly and introduce doubt to a case. Second, identification of data with probative value is another challenge in an investigation. Police officers tend to collect as much evidence as possible and increase the volume of information to be analysed. Extraction is typically a copy of seized devices. Challenges in DF due to security mechanisms (that prevent forensically sound copies) in certain devices such as gadgets powered with android操作系统。
OS have hindered digital investigations [12]. Following, proper documentation must be held from the beginning of the case. Any change in the state of the chain of custody must be documented. Finally, the interpretation of the data is processed by a software but interpreted by an expert.

According to Du et al., it is almost impossible to design a perfect model that can deal with any investigation [67]. For our research, we deal with cases where acquiring immediate clues are crucial. A digital forensic triage process model would seem adequate since they were proposed to deal with time sensitive cases [217]. Rogers et al. proposed a field approach for providing a swift response to the identification, analysis and interpretation of digital evidence in an efficient manner while optimising the acquisition phase. This model is named the Cyber Forensic Field Triage Process Model (CFFTPM) [217] and it is useful for cases regarding CSAM, missing and/or exploited children, where time is of the essence. The CFFTPM consists of 6 phases which can be seen depicted in Figure 2.1: planning, triage, user usage profiles, chronology timeline, internet and case specific.

![Figure 2.1: CFFTPM Phases](image)

The first phase entails proper prior planning and the SALUTE ² intelligence collection is recommended. The second phase refers to triage in which the elements are ranked in terms of priority. The 3rd phase mentions usage/user profiles. Although digital devices are more common to belong to a single user, there are other shared devices such as printers, home assistants and smart TVs that are communal between several users. The 4th phase recognises modification, access and creation time of a file. The 5th phase presents the internet related activities performed by the victim or suspect. The last phase refers to the specific case being investigated, the type of artefacts relevant to a case. Although there are cases that are a matter of life or death, the triage process phase should be handled with care. Legal trials that rely on digital evidence can be affected by superficial case analysis, lack of evidence integrity and validation, and not being able to present adequate reports [27].

---

²Strength, activity, location, uniform, time and equipment
2.1.2.3 Process Models Applicable to CSEM

In a typical case of CSEM, the following occurs:

• Law enforcement finds CSEM on a digital device
• The visual media is sent to the prosecutor
• Charges are filed
• Suspect is arrested
• Defence attorney reviews the content
• Defendant takes a plea

In general, the first 48 hours of an investigation are critical to an investigation[192]. If a suspect is not arrested at a time, and CSEM is discovered after forensic evaluation of their digital media, then the suspect will be arrested later, usually in a time-frame of 6 to 12 months. This constitutes a danger due to the suspect being able to endanger other victims in the interim.

In 2002 there was a warrant-less seizure pertaining to the case of Charles Hinds, JR [49]. The officer McLean performed a consensual search of a computer for an email of interest. While searching on the defendant’s home computer, CSEM was found. The officer seized the device and later-on obtained a search warrant. Thousands of CSAM were found and the defendant was convicted. It was found reasonable that the officer was able to seize the computer prior obtaining a warrant because the evidence could have been destroyed.

The procedure used by McLean can be seen depicted in Table 2.2. It can also be noted the detail and different phases of the digital forensic process employed. In this case it is evident that a Planning Identifying Preservation Acquisition Analysis and Presentation model was used, similar to the traditional process model presented by Rogers et al. [217].

It should be noted that the COMMONWEALTH vs. CHARLES HINDS, JR case emerged from a different unrelated case, from the family member John J. Hinds who was Charles Hinds’ uncle and was investigated for murder. The officer was seeking for evidence that would support in the arrest of J Hinds but also ended up finding illegal material on a computer in the same network. One case of homicide ended up in two arrests.
<table>
<thead>
<tr>
<th>Action</th>
<th>Detail</th>
<th>Phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>Photo the system</td>
<td>Before dissassemble</td>
<td>Planning</td>
</tr>
<tr>
<td>Disconnect data and cables to the hard drives</td>
<td>Before moving equipment</td>
<td>Preservation</td>
</tr>
<tr>
<td>Place a write-protected boot disk in the disk drive</td>
<td>Write protection and boot control</td>
<td>Preservation</td>
</tr>
<tr>
<td>Label</td>
<td>What was seized and by whom.</td>
<td>Identification</td>
</tr>
<tr>
<td>Prevent electromagnetic exposure</td>
<td>While transported</td>
<td>Preservation</td>
</tr>
<tr>
<td>Logged/Bagged/Tagged</td>
<td>Every component</td>
<td>Preservation</td>
</tr>
<tr>
<td>New Technologies SafeBack</td>
<td>Image hard drive</td>
<td>Acquisition</td>
</tr>
<tr>
<td>Search existing and deleted files</td>
<td>DiskSearchII, TestSearch and IP Filter</td>
<td>Analysis</td>
</tr>
<tr>
<td>Present to court findings</td>
<td>7 counts of possession of CSEM</td>
<td>Presentation</td>
</tr>
</tbody>
</table>

Table 2.2: Actions and the Respective Phase Taken for the COMMONWEALTH vs. CHARLES HINDS, JR Case.

In 2012, Boddington adopted a Toulmin’s model of argument, which improved the efficiencies in the case management and communication with legal practitioners [27]. The Toulmin model considers six aspects for analysing arguments:

- **Data** which refers to the evidence (Subject possessed CSEM).
- **Warrant**, which is the component that links the data and the claim (Subject possessing CSEM is aware of it).
- **Claim** which is the point of the argument, conclusion and sometimes called the thesis (Subject is guilty of possessing CSEM).
- **Backing** is the material that supports the warrant (proof of downloads, viewing, deliberate destruction of files, etc.)
- **Qualifier** is the soundness of the argument (Unless).
- **Reservation** is an exception to the claim. (Subject had an alibi for an action, Trojan horse defence, etc.)

Both approaches presented in this section give an overview on how the digital forensic process has been implemented in real cases. For the former, a traditional process model was applied; for the latter, the Toulin model for structured argumentation was used. It is worth mentioning that cybercrime and forms of abusing children has evolved through the years and in cyberspace. The models used today may not be applicable in future crimes. These models might not be consistent for live streaming cases of CSEM and the digital forensic process models should also adapt. This behaviour resembles the no-free-lunch theorem for ML and optimisation searches, where there is no one model that works best for every problem.
Finally, as stated by Rogers et al., cases of CAM should be given the highest priority [217]. Tools to assist visual media can aid the searching task; furthermore, directory structures, cookies, emails, temporary internet files and browsing history and downloads from peer-to-peer (P2P) networks should be considered in a smart manner. Therefore, the CFFTP approach discussed in Section 2.1.2.2 should be applied and the triage phase should be implemented accordingly.

2.1.2.4 Admissibility of CSEM Evidence

With the introduction and growth of modern information technology, the evolution of evidences held in court has migrated from just the ‘traditional’ physical evidence to the inclusion of digital evidence.

Digital evidence are extracted from electronic devices containing relevant probative information which are often seized from the suspect or given up as evidence by victims or witnesses.

The nature of the digital evidence must also go under scrutiny. Digital data are constantly being created, accessed and stored by multiple entities such as the person themselves through platforms within social media or through a third person such as closed-circuit television (CCTV) cameras. The form of which the digital evidence is presented can influence its reliability in court. An ATM bank transaction can be held in a higher account for a person’s location than perhaps a person’s social media location feed.

The admissibility of data with probative value requires confirmation that the digital evidence was obtained lawfully and is relevant to the case. Ensuring legal admissibility of digital evidence in a court is a challenging task. CSEM evidence is mainly composed of photo and video files. The visual media processing methods should be validated meticulously prior to them being handled to court due to the risk of the method not being accepted and further restricted for other cases [123]. Furthermore, any introduction of reasonable doubt may dismiss a case. To attempt to alleviate this issue, the Daubert standard is suggested. It was introduced in 1993 and has been used by most state courts in the USA as a rule of evidence to assess the reliability of scientific evidence through the following factors [184]:

1. The method can be and has been tested in the past,
2. It has been subject to peer review,
3. Error rates are acceptable, and
4. There is a general acceptance in the scientific community of the method.
In regards to these enumerated factors, Nutter states that “machine learning easily satisfies three of the four Daubert factors without extensive discussion” [191].

### 2.1.2.5 Existing Tools and Techniques

French criminologist Dr. Alphonse Bertillon developed a system in the 1800s to identify criminals through drawings or photographs including the measurements of the face and body [101]. Later, his collection of criminals and facial features such as facial shapes, chin, hair, eyes, ears, nose, etc., was used to assist victims and witnesses who would provide descriptions to a forensic artist. This was that start of what would become the work of a forensic artist. Forensic artist techniques are relevant to kidnaps and missing children. In 2009, the National Center for Missing and Exploited Children (NCMEC) reported that of the nearly 26,300 runaways reported, 1 in each 6 cases were likely victims of child sex trafficking. Image modification has been employed by forensic artists. They have been asked to modify and age images to attempt to solve cases of missing children.

Digital forensic investigators require numerous tools and in certain cases, personalised scripts are necessary to automate any process involved in the investigation. Forensic soundness is key in the use of digital forensic techniques. Forensically sound tools such as Encase and Autopsy [38] are widely used in LEAs throughout the world. Among the most rustic tools to preserve digital evidence are the hash comparisons and the bit-to-bit copy command. Both tools are forensically sound and commonly accepted in the digital forensic process. Currently there are a plethora of local and cloud-based tools to assist investigations. Nevertheless, the possibilities are infinite with the expansion of digital forensic sub-fields. For example, in network forensic investigations, Netcat (NC) “the TCP/IP Swiss army knife” could emerge as a first choice not only as a tool to assist network forensic investigations but also for performing live analysis. In any digital forensic investigation it is crucial to avoid writing to any mediums as possible. This becomes complex when live analysis is performed due to certain programs affecting not only the memory, registers but even the disk. NC enables the copying of files over a network while offering integrity. A tool that is capable of preserving captures of the network traffic in a live forensic scenario is elemental. Wireshark is an open-source packet analyser used to monitor network traffic. It can also be used to detect conventional network attacks such as port scanning, covert application layer protocol such as file transfer protocol (FTP) or internet relay chat (IRC), Internet

---

3Forensic soundness is “The application of a transparent digital forensic process that preserves the original meaning of the data for production in a court of law [173]”

4https://www.wireshark.org/
Control Message Protocol (ICMP)-based attacks, DoS/DDoS, etc. [185].

Cloud-based tools such as CyberChef\(^5\) “the cyber Swiss Army knife”, are critical to perform “cyber operations” within a web browser. The web-based application created by the Government Communications Headquarters (GCHQ), allows the manipulation of data without using complex tools or algorithms. Several digital forensic-focused, linux-based OS have been released: Santoku\(^6\) mainly for mobile forensics, Kali Linux\(^7\), SIFT Workstation\(^8\), Parrot Security\(^9\), Caine\(^10\), Pentoo\(^11\), etc. Usually pre-built virtual machines (VMs) are available and ready to run without any installation required.

Finally, tools used to aid CSEM investigations are for example Autopsy with the corresponding ingest modules which are introduced in Section 2.2.6.1, forensic toolkit (FTK) is a court-cited digital investigations platform built for speed, stability and ease of use. The PhotoDNA tool is explained in Section 2.2.6.2 and is an automatic tool to detect CSEM. In 2010, d. Polastro and da Silva Eleuterio proposed the NuDetective Forensic Tool, which was developed to assist examiners. The aforementioned tool performs automatic nudity detection via image pixel analysis and file name inspection. The drawback of this approach is that there is not an implementation of an age detector and mainly relies on the filenames to judge the age, additional to a manual required revision. Furthermore, the filenames can easily be modified by the perpetrator and many illegal files would not be detected. Later in 2011, Ulges and Stahl introduced a CSAM system based on colour-enhanced visual word features and statistical classifications using support vector machines (SVMs) [242]. The system was able to assist binary classifications of illegal and non-illegal content by analysing small colour patches present in the image. Few researchers have proposed new tools and technologies to discover CSEM. One of them was Sae-Bae et al. who later in 2014 proposed the automatic detection of illegal content while improving on face and skin-tone detection [221].

2.1.2.6 Digital Forensic Challenges

Connecting the dots accurately to solve a crime against/with/in a digital device, requires extensive time, knowledge, expertise and in some cases intuition. The role of intuition in research is to provide an “educated guess” which may prove later to be correct or incorrect. Moreover, if intuition is applied, further proof to backup the statement is

\(^5\)https://github.com/gchq/CyberChef
\(^6\)https://santoku-linux.com/
\(^7\)https://www.kali.org/
\(^8\)https://digital-forensics.sans.org/community/downloads
\(^9\)https://www.parrotsec.org/
\(^10\)https://www.caine-live.net/
\(^11\)https://www.pentoo.ch/
required. With the vast amount of data that can be currently stored in digital devices, connecting multiple needles in a haystack is manually infeasible. The lack of experts and of automation to detect or prioritise evidence contributes in the accumulation of digital devices in digital forensic laboratories (DFLs).

Petabytes of information of our lives are consciously being transmitted daily from various social media platforms and communications via mobile messaging apps. Personal data is also being collected surreptitiously from location-based services, facial detection by private or state-owned CCTV cameras, and activities recorded by internet-connected sensors. All this data can be used as evidence and when collected for investigations are stored in DFLs awaiting to be processed. Practitioners have become overwhelmed by the amount of evidence they must deal with. A high percentage of investigations in LEAs are related with CSEM and the exposure to this content has been proven detrimental to practitioners[142].

Challenges for digital forensics are increasing with the appearance of new technology and numerous factors such as cloud environments that can not be analysed promptly due to the physical locations of the servers, complex deleted file recovery on solid state drive (SSD), volatility of memory, strong disk encryption and concealing mechanisms such as steganography that hamper evidence retrieval [123], pervasive Internet of Things (IoT) with lack of persistent storage; readily available tools that facilitate counter-forensics [181], omnipresent anonymous communications facilitated by Tor\textsuperscript{12}, big data, and lack of digital forensic datasets for research.

2.1.2.7 Digital Forensic Backlog

Due to the proliferation of electronic devices, a person’s life and personal information can now be found fully documented. A clear benefit can be observed with possessing large amount of data as it can drive correct convictions/persecutions at court; for instance, digital evidence obtained could refute a suspected person’s alibi and instead locate the person to the crime scene. An intent of the offence may have been noted on social media sites which may denote the suspect’s potential motivation for crime or perhaps even contain documentation of critical elements that proves the suspect guilty. Conversely, whilst potential condemning digital evidence may be present or is believed to exist, obtaining such evidence may be impossible. There are laws such as The Fourth Amendment to the United States Constitution that protect the mis-use and unreasonable searches and seizures of such data [91]. Digital information belonging to the accused cannot be easily obtained without probable cause and thus preventing the ex-

\textsuperscript{12}https://www.torproject.org/
traction of unrealised vital digital evidence. Often, such searches require the issuance of a warrant which may not be acquired in time of court proceedings. Furthermore, even when digital evidence is obtainable, the large dataset of information available to digital forensic investigators (DFIs) can be remarkably too significant as to create a data backlog that is not investigated/interpreted in time of the persecution. According to Quick and Choo, both increase of storage capacities in consumer devices and cloud storage services, and the number of devices seized by the law enforcement per case, has contributed to the accumulation of data [204]. Nevertheless, the significant lack of resources and automation in the acquisition and/or analysis steps of the digital forensic process increments the digital forensic backlog. Per Scanlon, the lack of these resources will continuously influence the throughput of DFLs and therefore, are likely to continue hindering DFIs in the future [225].

The digital forensic backlog is a common issue omnipresent in police agencies throughout the world. This problem not only affects the DFLs but has escalated to the courtrooms and although vast efforts to present processed evidence in a timely manner has been performed, the inevitable bottleneck preventing the release of information with probative value, has resulted in a significant delay in the judicial process. Henceforth, creating an impact on results in court cases being dismissed due to insufficient evidence [40].

Moreover, It has been almost a decade, since Casey et al. documented the issues of data backlog growth within DFLs. Delays from 6 months to 1 year had been recorded and ever since, the accumulation has increased exponentially. In 2016, as affirmed by Scanlon, the digital backlog can be delayed in an extreme of four years [225]. Today, we also have figures in the order of up to 4 years which were reported by multiple sources of Irish News, claiming that the Garda Inspectorate have reported delays going back four years.

Multiple approaches such as time-consuming / repetitive task automation, data reduction, digital triage and data de-duplication, have been done to attempt to alleviate the digital forensic backlog. However, the growing rates continue to increase.

2.1.2.8 Triage

The term ‘Triage’ is believed to have originated as far back as the Napoleonic Wars through military surgeon Baron Dominique Larrey [215]. During the WWI, triage was reintroduced to the US military by the allied forces [126]. The triage process determines the priority of which patients are examined, based on the severity of their injuries. Those in need of more urgent and immediate care are primarily addressed [132].
In forensic investigations, handling digital evidence often requires the practice of triage to alleviate the evergrowing backlog. However, this practice must be handled with extra care in order to avoid loss of important data. With more digital evidence than there are efficient tools and workers to address them in time of court proceedings, triage is required to identify and analyse as much probative data as possible to aid the jury’s final verdict.

In 2013, Overill et al. stated that the Digital and Electronics Forensic Service from the London Metropolitan Police Service, received more than 38,000 digital devices per year [196]. This value has long since been outdated and with the herald of new technological devices such as wearables and the IoT, its popularity and growth of storage capacity, the workload needed to examine all the evidence is enormous. Triage practices in DF would help sift through irrelevant data/devices and control the workload to a more manageable state.

### 2.2 Child Sexual Exploitation Material Investigation

#### 2.2.1 Introduction

The number of internet users is constantly rising and each year increasing numbers of young people are online. The most vulnerable groups in cyberspace are subject to possible exposure to many variants of cybercrimes such as phishing attacks, hacking, sextortion, CSEM, child grooming, etc.

CSEM refers to the possession, creation and dissemination of indecent images depicting children. It is a digital content-related and information-based crime where child victims are explicitly portrayed engaging sexual activity. Indecent images of underage subjects are now prevalent due to the proliferation of data through the internet. CSEM increased with the internet while reducing the risk of detection of people hiding behind a chain of proxy servers such as mix networks, onion routers such as Tor and peer-to-peer networks such as Gnutella. “Cloud-computing technology similarly enables private access to storage that can host massive collections at a very low cost” [29].

The definition of underage (or child, minor, juvenile, etc.) may vary between jurisdictions, agencies/organisations, or even context for particular activities such as drinking alcohol, gambling, or qualifying as age of full legal responsibility. For instance, the United Nations Convention on the Rights of the Child [243] defines a child as anyone under the age of 18. For the purposes of this research, this definition of child/underage will be employed.
Child abuse investigations are common occurrences in LEAs throughout the world [8]. Possession of child abuse material has been in significant demand within investigations [130]. These investigations have become an arduous task due to the increasing usage of anonymization tools, private P2P networks [115], and cloud-based KVM systems [75]. Worldwide law enforcement and child protection communities have been struggling to diminish CAM and combat human trafficking. Organised criminal groups are operating in the deep web, which is a hub for criminal black markets, where paedophiles are able to exchange vast number of CSEM; often to obtain acceptance within a group of paedophiles and ultimately gain access to other collections of illegal content [143]. Although there is a huge computer crime industry impacting billions worth to the economy, the effects caused on victims of CSEM is matchless. Abuse and sexual exploitation have lifelong repercussions on child victims. Both physical and behavioural problems are developed.

### 2.2.2 Prevalence

In 2019, the NCMEC’s CyberTipline received 16.9 million reports related to suspected CSEM. From all these reports, a total of 69.1 million visual media files were extracted. The major platform reported was Facebook representing a 94% of the 16.9M. It is assumed that the reports are included from Instagram, Whatsapp, etc., due to PhotoDNA being deployed on their entire network [74]. However, it is unclear if PhotoDNA works for Whatsapp due to the current end-to-end encryption technology. The next biggest submitter was Google with a total of 449,283 reports and Microsoft (deployed in both OneDrive and Bing search engine) with an amount that equated to 123,839. The top three companies (Facebook, Google & Microsoft) used the PhotoDNA which is further discussed in Section 2.2.6.2; the utility was donated to NCMEC, has been implemented in over 155 organisations and has been responsible for removing over 10 million CSEM images without dispute [74].

The presence of CSEM can be related to the amount of reports received per year. Nevertheless, not all content gets reported for various reasons such as the victim not disclosing the assault, the content being concealed within small groups for a long time, and the difficulty of handling and regulating material when it cannot easily be determined that minors are involved. The NCMEC’s CyberTipline documented reports by electronic service providers (ESP) for 2009. The values can be seen depicted in Figure 2.2. This figure excludes the top three companies previously mentioned. The image sharing services had higher number of submissions than other services. These include Snapchat (82,030), Imgur, LLC (73,929), Twitter, Inc. (45,726) and Discord Inc. (19,480).
The amount of reports per year constitute an alarming statistic that should raise awareness of the public and take the cases of CAM seriously throughout the world.

### 2.2.3 Cost

Criminals choose to remain anonymous in cyberspace and avoid using credit card payments to risk identification. Therefore, cryptocurrencies such as Bitcoins and CAM itself has become a currency, being often used as a means of payment to access other illicit material [194]. Back in the mid 1970s, a magazine containing CSEM would have cost approximately $10. Today, the whole content would be available for free [127]. Furthermore, the majority of EU law enforcement specialists have predicted that there are still a minimal amount of people who still pay for CSEM [73]. Nevertheless, revenue of $1.4 million in a one month span is the largest known commercial CSEM case [22]. It has been reported by the EUROPOL that a single video file on demand of new material content could cost as much as $1,200 [73].

### 2.2.4 Terminology Used in the Literature

Illegal material depicting minors has used several terms in the literature ranging from child pornography, crimes against children, sexually exploitative imagery of children
(SEIC) [4], indecent images of children (IIOC) [183], CAM, CSEM, CSAM etc. The use of dissimilar terminology makes the comparisons across studies strenuous [116].

There is a direct requirement for LEAs and researchers in general, to adapt the same lingual terminologies, specifically in the context of suspect and victim identification. Normalised data allows cooperation and integration through datasets collections both nationwide and globally.

In 2016, the Luxembourg guidelines were created, also know as the terminology guidelines for the protection of Children from sexual exploitation and sexual abuse [238]. These guidelines established normalisation for the complex lexicon of terms that are commonly used when addressing the sexual abuse and exploitation of children and are highly recommended for LEAs across the globe. The terms “child sexual abuse material” and “child sexual exploitation material” should replace the term “child pornography (CP)”. Pornography is a term used for adults performing consensual sexual acts. This term does not apply to children because there is no consent. Nevertheless the term CP is still used predominantly not only in academic papers but also when addressing legal issues and contexts [238]. This term should be avoided in a non-legal context.

The European Parliament has corroborated the need to use the correct terminology for the aforementioned crime and use the appropriate term “child sexual abuse material”. Although the term CP is consistent with the terminology used in Article 2 of the Optional Protocol to the Convention on the Rights of the Child on the Sale of Children, Child Prostitution and Child Pornography, 2000, the terminology used in our study is adhered to the Luxembourg Guidelines.

2.2.5 Modus-Operandi

Cybercrime is opportunistic in nature. Overill and Silomon discussed that cybercrime may be viewed as an unbalanced conflict – where the resources required to mount a decent defence are much greater than those required to execute a successful attack [195]. This resembles terrorism and guerrilla warfare. For cyber-dependant crimes involving minors, the asymmetrical behaviour is similar. The resources needed to produce illicit content are technological devices that can create, store and distribute material. However, the distribution is not that simple. Perpetrators who wish to cover their tracks are involved in closed groups with contacts that are well known throughout their community. Jenkins et al. documents that some individuals would have contributed over a period of 5 years and would be reluctant to trade with any other unknown members. The resources needed to find crimes involving the possession of CSEM may resemble
seeking a needle in a haystack. Often requiring extensive days of research on the internet – potentially on newsgroups, anonymous image-board websites, IRCs, onion networks, Freenet\textsuperscript{13}, etc.

As mentioned in Section 2.2.3, CSEM was found widely available in magazine stores in USA back in the mid 1970s. Recently, in 2018, it was documented that there is still content suspected of being CSEM in physical retail stores in Tokyo’s Akihabara district. The Human Rights Now (HRN) is a Tokyo-based international human rights non-governmental organisation (NGO) that has confirmed the existence of CSAM sold in Japan [190]. The products in retail stores have not passed any relevant reviews and lack of a system that confirms the age of the performer depicted in the pornography scene. There are three main issues of the aforementioned material in the stores: 1) many of these products are advertised openly as if they contained CSEM, 2) some of the storage devices such as CDs and DVDs that contain pornographic material advertise that their actors are under the age of majority, and 3) some do not advertise underage actors but the age of the performers are physically apparently minors.

In cyberspace, the hosting of CSEM resembles guerrilla troops – it cannot have an established or permanent base and it is set in a stealthy manner attempting to avoid the authorities. The material is usually accessible in private servers with hidden services that use Tor technology to stay secure and anonymous – only accessible to tech-savvy individuals who also share the same kind of content and are members of the closed group. That said, it is a network that is hard to penetrate even by law enforcement. This is quite a severe technique because it hampers criminal investigations and forces authorities to break the law if they wish to pursue the investigation. It should not be forgotten that each time illegal content is accessed or shared, a victim is re-victimised. Even the most innocent nude images could be subject to molestation – once out in the deep waters of the dark-net, there is little that can be done to eradicate such unlawful material.

On one of the posts documented by Jenkins et al., an anonymous commenter states that novice users are mainly the ones that have been charged with CSEM-related crimes while sending their broken computer to a repair shop and being reported by the technician, or contacting an undercover officer while exchanging material via email and/or IRC [127]. Nevertheless, the grand majority of cases taken to court are product of other unrelated offences such as molestation.

\textsuperscript{13}Freenet is a P2P platform for censorship-resistant communication. It uses a decentralised distributed data store to keep and deliver information.
2.2.6 Approaches to Identify and Combat CSEM

Due to the ease of which CSEM can be distributed it becomes impossible to completely eradicate an illegal file once it has been shared. LEAs devote their valuable time seizing harmful websites, material and attempting to prevent the redistribution of known CSAM. Nevertheless, file duplication, file tampering, steganography, backups in private cloud services and new content generation is almost impossible to be anticipated.

International law has increasingly recognised children’s rights and groups have been formed to assist in the combat of ICT-facilitated child sexual abuse and exploitation [194]. Unfortunately, there are still around 53 countries that still have no law at all that specifically criminalises CAM pornography [5]. On the technological side, several approaches have been considered to identify unlawful material. An early approach was the manual inspection of storage devices but with the effect of Moore’s law, this approach is not feasible anymore without an automated tool. Cryptographic hash functions were proposed and with the emerge of AI, several techniques have been suggested.

2.2.6.1 Traditional Hash Database Approach

A hash is a one way function that converts information of any given size to a fixed sized structure with the use of secure hash algorithms (MD5, SHA-1, SHA-256, SHA-512). The first tool of choice when investigating sheer volumes of data is the use of hashing [219]. Almost every examination of seized evidence is subject to pervasive hash searches [222]. Digital forensic examiners use hash functions throughout the forensics process, from the acquiring and analysis phase to the presentation of evidence in court. Hashes can be used to preserve evidence while keeping a record of the original hash, versus the bit-to-bit copy. These hashes should match, otherwise there is a compromised integrity in the chain of custody which could be questioned in court and would contribute to the case being delayed or dismissed. Another application of hash functions is to filter good-known files or bad-known files. While performing a search on storage devices such as a HDD or SSD, to perform the task in a shorter time, these filters would be considered. There is no point on scanning files that belong to the operating system or office suite files for example. Certain ingest modules for Autopsy\(^{14}\) support triage-related features such as prioritisation, file filters and ingest profiles. Autopsy may create ingest profiles that search only pictures; use the hash lookup module which

\(^{14}\) Autopsy is a digital forensics platform and graphical interface to The Sleuth Kit and other digital forensics tools.
calculates MD5 hash values and compares them to a database such as NIST National Software Reference Library (NSRL)\textsuperscript{15}, or employs known child exploitation hash sets from LEAs.

2.2.6.2 Improved Hash Search Approach

The disadvantage of using fixed child exploitation hash sets as specified in Section 2.2.6.1, is that any minor change on a photograph, geometric or photometric transformations such as rotating, scaling or noise addition would invalidate the matches that the ingestion module would produce. Moreover, most online services that support image upload, automatically modify the original images. In 2018, Farid mentioned that Facebook and Twitter platforms would usually resize, recompress and strip certain metadata from the uploaded images [74]. In 2009, PhotoDNA was launched to address simple modifications such as re-compression, resizing, colour changes, and labelled text. PhotoDNA is a Microsoft-based technology used to identify similar visual media (particularly CSEM) through the computing of hash values. It uses a perceptual fuzzy hash technology [183].

An overview of the algorithm implementation of PhotoDNA is discussed in [74] and we have depicted the steps in Algorithm 1 to compare with our hashing approach which can be seen in Algorithm 3 and explained in Section 5.5.4.7.

\begin{algorithm}
\caption{Robust-Hashing - PhotoDNA}
\begin{algorithmic}
\Procedure{HASH\_COMPARE}{image} \Comment{Returns a boolean}
\State Convert \textit{image} to grey-scale
\State Resize \textit{image} to 400 x 400 pixels
\State Apply high pass filter to \textit{image}
\State Partition \textit{image} into quadrants
\State Extract feature vector \( p \) from \textit{quadrant}
\State Compute euclidean distance between feature vectors (Equation 2.1):
\Statex \( d(p, q) = \sqrt{\sum_{i=1}^{n} (q_i - p_i)^2} \) \hspace{1cm} (2.1)
\While{true} \Comment{Iterate until end of feature database}
\State \If{\( d(p, q) < \text{threshold} \)}
\State Return \textit{true}
\EndIf
\EndWhile
\EndProcedure
\end{algorithmic}
\end{algorithm}

First, a full size resolution colour image is converted to grey-scale and resized to a fixed resolution of 400 x 400 pixels. Next, a high pass filter is applied to highlight

\textsuperscript{15}The NSRL is designed to collect software from several sources and include computed file profiles the software into a reference dataset.
the salient image features. Then, the image is partitioned into quadrants for which statistical measurements are applied to form the hash. Finally, the euclidean distance as shown in Equation 2.1 between two feature vectors \( p \) and \( q \) in an Euclidean \( n \)-space is calculated. A threshold is defined and if the calculation falls below the specified threshold, there is a match. The loop depicted in line 8 produces a linear complexity \( O(n) \) and could potentially be improved to a logarithmic complexity.

Another approach that addresses limitations of traditional blacklist-based approaches is approximate matching, which is able to deal with cases of merged, embedded, partial and modified files. In 2018, Lillis et al. proposed a hierarchical bloom filter tree (HBFT) data structure approach focusing on the MRSH-v2 algorithm that compresses any byte sequence and outputs a similarity digest. This approach lessened the running time of matching between collections while maintaining effectiveness [157].

### 2.2.6.3 Machine Learning Approach

Identification of CSEM with the use of ML can be addressed either as a single problem or an ensemble of models. Due to sensitive and unlawful content, the former approach is unfeasible for this study. The latter approach has been taken into consideration. Usually automated CSEM detection systems consist in two components: a nudity detector such as the techniques developed by Sae-Bae et al. [221] and an age estimation model.

A pipeline that ultimately detects CSEM can be seen depicted in Figure 2.3. The nudity detector is initially used to flag and filter images and be further used in conjunction with an ensemble of models that endeavour to solve a bigger problem which is the detection of illicit material related to minors. The nudity detector can be as simple as a binary classification problem that outputs if the image contains nudity or not such as the ones developed by [15],[51], but it can also be more sophisticated by aggregating classes and classifying types of nudity, such as the work published by Sevimli et al. [229] in which there are five different classes: normal (class 1), swimming suit (class 2), topless (class 3), nude (class 4) and sexual activity (class 5).

Followed by the nudity detector is the underage age detector. The age of a subject can be judged by the face, signs of puberty, physical development, skin firmness, jawline, foreheads, cheekbones, neck, facial hair, etc. Each one of these components could constitute part of an ensemble of models to predict age by averaging the results. Nevertheless, not all of these components would be available at a given time. In this dissertation, we have focused on the underage facial age detector module with a multi-class (classification) or single output (regression). A binary classification class is avoided because if the output is limited to a true or false, the whole training/validation/testing proced-
ures would be fixed to a hard-coded threshold separating underage from adulthood. This would be inconvenient and incompatible for certain countries where the upper bound age of the definition of a child is different than eighteen. In the case of the Republic of Ireland, the definition of child is anyone under the age of 18. In 1999, New Jersey’s child pornography statute defined a child as “any person under 16 years of age” [259]. Finally, the state-of-the-art MAE (as explained in Section 2.4.4) for age estimation should be considered to establish the threshold. For instance, if an age lies in the borderline between child and adulthood, a threshold of 15 years should be considered for children due to failure of 3 years being plausible. Once the threshold is set, it is a matter of mapping the output to a result of either legal or illegal content.

2.2.7 Identification of Subjects via Visual Media

In 2016, the NCMEC received 8,000,000 reports of CSEM, 460,000 reports of missing children, and 220,000 reports of sexual exploitation [74]. These worrisome figures that LEAs and organisations have to deal with constantly, show that CSEM has been reported the most. Moreover, missing teenagers are at high risk of becoming victims of sex trafficking. In the Republic of Ireland, the Garda Missing Persons Bureau maintains ac-
curate records on missing persons within the jurisdiction, assists investigations of missing persons, aids the identification of bodies and administers photographs of missing persons on the following websites: www.garda.ie and www.missingkids.ie [177]. For cases of missing children outside of the jurisdiction Interpol is assigned. Furthermore, Schengen Information System (SIS)\textsuperscript{16} in efforts to prevent and assist content-related crimes, have created alert categories. The purpose of the alert category is to find missing persons, particularly children, and place them under protection if lawful and necessary.

It is important to be able to identify a subject through images or videos. Whether to identify an offender/suspect or a victim of ransom, child solicitation or exploitation. Individuals have been identified without their consent in the past with visual media such as images and videos from private CCTV cameras, state owned surveillance devices, etc. It was reported in 2019 that U.S LEAs were using motor vehicle records to identify American citizens without their consent; similarly, in China, the state police has used facial recognition technology to police behaviour [232]. Back in the early 2000s, the police started to use recognition technology but the accuracy was low, leading to unreliable systems. Due to AI technologies, significant advances in facial recognition have followed [1]. LEAs in several states such as Illinois, Texas and West Virginia, have acquired sophisticated camera surveillance systems that are capable of capturing and identifying faces in real-time [86]. Furthermore, studies estimated that 117 million adults are already in face recognition datasets used by law enforcement [162]. Although these datasets are used to assist criminal investigations, there are ethical and privacy concerns.

### 2.3 Dataset Curation

Dataset Curation for facial age estimation is the performance of selecting, organising, and storing facial images in a specific data collection. It involves the labelling and dissemination of data such that the value of the data is conserved over time, and the data continues available for reuse. Images should be curated and are predominately frontal face photographs of a single subject. Automatic facial and attribute detection can assist this process in a swift manner. Exposure, occlusion, noise, emotion and skin tone are influencing factors on the accuracy of underage facial age estimation [9]. As a result, images should be discarded according to the level of some of these factors, thus decreasing the problem to a smaller one. But care should be taken to include a more

\textsuperscript{16}The SIS is the most widely used and largest information sharing system for security and border management in Europe.
diverse set of images.

2.3.1 Data Selection

Selection of a facial image is driven by the quality and the type of problem that needs to be solved. The main focus of this research is to address the digital forensic backlog by evaluating the use of tools that could automatically analyse underage photos. The collection, possession, and dissemination of CSEM is illegal. Therefore, the underage component is selected for studies whereas the nudity component is completely isolated and not considered. The selection is a group of underage single face images. However, certain dataset sources contain low quality images, photos with noise or multiple faces. The selection of high quality single frontal images with creative commons (CC) licenses is highly recommended.

2.3.2 Data Collection

Several online sources are available for facial age estimation. The predominant age labelled datasets discussed in Section 3.3 are a good start and other sources of images with age labels are available. Social Media is not recommended due to copyright concerns but there are web sites for online photo management and sharing such as Flickr\textsuperscript{17}. Web crawling is a technique that has been widely used for research. It is an automated collection of data from web pages. The first crawler was coded in 1993 and is almost as old as the World Wide Web [106].

2.3.3 Data Organisation

The structure of the dataset is set according to the problem it tackled, and also depends on the size of the dataset. It is simpler to have all the files in a single folder and a metadata file containing the labels of the images mapped to the filename. In a single-folder structure, it is possible to iterate the folder with a script and further classify the images in separate folders for training/testing/validation. An example of binary classification organisation can be seen depicted in Figure 2.4

In a regression problem, it is better to maintain the files in a single folder, the filenames should have a specific nomenclature that would allow easy parsing and finally apply stratified shuffle split whenever needed. The shuffling technique applies stratified ran-

\textsuperscript{17}https://www.flickr.com/
domised folds. These folds are made by preserving the percentage of samples for each class. Refer to Figure 2.5.

### 2.3.4 Dataset Evaluation and Validation

Dataset evaluation can be performed on specific tasks such as classification, regression, detection, etc. (outlined in Section 2.4.2). It can provide transparency and accountability over facial recognition and age estimation related systems. The evaluation is an integral part of the dataset development process and it helps to find the best suitable model. Moreover, standardised dataset evaluation is paramount to allow the comparison of results from several other models. The main difference between dataset evaluation and validation is that the former compares the dataset with other datasets and the performance they produce with a given model. Whereas the latter evaluates the quality of the data inputs.
The dataset may be validated manually or automatically. For the former procedure, each image is checked for facial partial completeness (two eyes, a nose and a mouth). This procedure is usually applied to small datasets (Refer to Section 3.3.2). Therefore, small datasets can be employed mainly for testing and validation. The main difference between validation and testing is that the validation dataset is used during training to select the best classifier. Whereas the testing dataset is used to benchmark the final model that was fit on the training dataset. For the latter procedure, facial image averaging is useful to have an insight of what data was processed and if there is any anomaly within the dataset collected. Age and gender estimation models can be used to filter data. But due to performance issues, the use of data age range groups and a given threshold is preferred. Automatic gender detection has achieved higher accuracy in the past, but certain age ranges such as the ones close to the lower age range are still challenging. These automatic methods can alleviate the huge load that human labelers experience. Another dataset validation technique can be the use of crowd-sourcing to label information such as age, gender and ethnicity.

2.3.5 Data Storage

Recently, large data containers are advertised in cloud-based platforms, Amazon S3 is an object storage service composed of computer systems distributed across multiple data centres around the globe. Google Drive, One Drive and Dropbox are cloud based storage applications that have been used to share information. Large datasets have found place in these storage instances and now are commonplace in cyberspace. Metadata can be stored in spreadsheets, plain text, binary data container formats for MATLAB users, sqlite files, relational and non-relational collections, etc. Storing images in a database table is not recommended due to the size of the information and time to process huge amounts of traffic. An alternative, and better method is to store the images outside of the database and store only a link to the image file.

2.4 Machine Learning

2.4.1 Introduction

The trends of AI/ML/DL have been increasing rapidly over the past 5 years. This growth can be seen depicted by the Google Trends comparison in Figure 2.6, where the predominant tendency is observed on the ML line followed by AI and DL.
The inclusion of DL as tools and techniques to detect, gather and process content-based evidence in a timely manner is proposed. The age estimation problem mentioned in Section 2.2.6.3 is the centre of the study that can be addressed with DL which is a specific kind of ML that is able to categorise the aforementioned problem in several tasks such as classification, regression and anomaly detection. The tasks are described in Section 2.4.2.1, 2.4.2.2 and 2.4.2.3 respectively. Supervised learning (the main focus of this research) which “learns a function that maps an input to an output based on example input-output pairs” [220]. For cases of CSEM and missing children, missed detection can be harmful. It is important to take into account the speed and accuracy of these methods and how to improve them.

ML basic concepts such as generalisation, curriculum learning (CL), knowledge distillation, transfer learning, fine tuning, ensemble learning and finally generative adversarial network (GAN) are introduced. These subtopics are used throughout the research.
2.4.2 Machine Learning Tasks

As stated in [90], ML allows us to tackle tasks that are infeasible or too complex to solve without a human programmer. ML tasks are how the ML system should process the output of a feature. ML tasks such as classification and regression are categorised as supervised learning algorithms because the dataset contains items that are fully labelled. Whereas anomaly detection is an unsupervised learning algorithm that learns useful properties of the structure of the dataset while not requiring the items to be labelled.

2.4.2.1 Classification

Classification is a supervised machine learning task. Given a set of input features, a classification task specifically refers to the prediction of an output that represents a class. For example, in an age prediction task the inputs can be an image of a face, where the pixel values in the image are the feature inputs and the output would be a specific class such as child, teenager, or adult. According to Goodfellow et al., modern object recognition is another example of classification. It is best completed with DL and implements the same basic technology that enables models to recognise faces [90]. Goodfellow et al. defines the classification output as a function $f : \mathbb{R}^n \rightarrow \{1, \ldots, k\}$, where the function $f$ with domain $\mathbb{R}^n$ is the set of real numbers, with $n$ input variables and a range $1$ to $k$, where $k$ is the number of classes.

2.4.2.2 Regression

Regression is a supervised machine learning task. Given a set of input features, a regression task specifically refers to the prediction of an output that represents a continuous value. For example, in an age prediction task the inputs can be vectors representing facial features and the output would be a continuous value representing the age as a float. It may be argued that age fits into the classification task category. Nevertheless, as the age being able to be divided into months, a more specific value can be presented. Goodfellow et al. defines the regression output as a function $f : \mathbb{R}^n \rightarrow \mathbb{R}$ [90], where the function $f$ with domain $\mathbb{R}^n$ is the set of real numbers, with $n$ input variables and a range $\mathbb{R}$ which represents the output (a real number).

2.4.2.3 Anomaly Detection

Anomaly detection is an unsupervised machine learning task. Given a set of objects or events, an anomaly detection task refers to the prediction of atypical behaviour; it is of-
ten applied on unlabelled data which is commonly known as unsupervised learning. A typical example is the anomaly detection in network traffic. Anomaly detection may be employed in web layer evolutionary-based packets classifications [141] that may assist CSEM investigations. Implementing underage detection as an anomaly detection task may require further research. While the problem would search for underage images in a large set of images, there are subjects that are very hard to differentiate between child and adulthood. Specifically when they lie in the borderline between both classes. Thus, not differing significantly from the majority of the data. Additionally this approach is mainly used when there are few samples in certain class which constitutes the anomalies. In age estimation, there could be millions of samples for either classes, for which a supervised learning task approach would be advised.

2.4.3 Generalisation

Generalisation as per the Oxford dictionary, is a general statement that is based on only a few examples. Humans tend to generalise with their own experience, experience of close contacts, samples from media, etc. In machine learning it is the ability of a model to adapt adequately to new, previously unseen data. It can be observed when testing a model not on the training data but on the data that it has never seen before. The model learns to make predictions based on training data. The more training data, the less chance of overfitting. As of 2016, Goodfellow et al. would advise that a supervised DL algorithm would achieve acceptable performance with 5000 examples per class [90]. Fernández et al. stresses in their work of regression-based facial age estimation, the importance to develop methods that can exploit large databases to gain substantial generalisation capabilities [78].

With training data, the outcome is already known and hence a 100% accuracy could be achieved. Nevertheless it is meaningless to do such comparison. The predictions from the model and known target values are compared, while the model’s parameters are changed until both line up. The main reason of training is to develop the model’s ability to generalise in a successful manner. The ability to generalise well for universal age estimation models is challenging. Factors such as environment, habits, ethnicity, makeup, etc., affect directly the age of a person. It is recommended to tackle a smaller problem by imposing limitations to the age estimation model so it can generalise better for the controlled dataset or use a CL approach (Section 2.4.5.1).
2.4.4 Evaluation Model Metrics

Evaluation model metrics explain the performance of a model. The metric depends on the task and can be measured by accuracy or error rates. Classification tasks are measured by accuracy, recall, precision, F1-Score, etc. Conversely, regression tasks are measured by mean squared error (MSE)/root mean squared error (RMSE), MAE, $R^2$, Adjusted $R^2$, etc. Accuracy is calculated by the proportion of samples that produce a correct output. Whereas the error rate is calculated by the proportion of samples that produce an incorrect output. The generalisation loss is usually the value we are interested in because it tells us how well the model performed with the data it has not seen before.

The top 3 evaluation model metrics used in our research are accuracy, MSE and MAE. The last two are error rates widely used as regression losses in ML. The former is the most commonly used loss function for regression. The latter is a more human-friendly measurement used to measure the average of the absolute mean error between the ground truth and the predicted values.

Finally, mean absolute difference (MAD) is the average absolute difference of two random variables $X$ and $Y$ independently and identically distributed. The formula is shown in Equation 2.2. This measure of statistical dispersion was used to calculate the performance per age.

$$MAD = E[|X - Y|]$$  

Equation 2.3 depicts the accuracy for machine learning. Where $TP$ refers to True Positives, $TN$ is True Negatives, $FP$ refers to False Positives and $FN$ is False Negatives. This equation is further used in Section 6.2.

$$Accuracy = \frac{TP + TN}{TP + TN + FP + FN}$$  

Equation 2.4 depicts the loss regression function MSE. Where $x$ refers to the ground truth, $y$ is the predicted value, and $n$ is the length of the set of values.

$$MSE = \sum_{i=1}^{n}(x_i - y_i)^2$$  

Equation 2.5 depicts the MAE; where $x$ refers to the ground truth, $y$ is the predicted value, and $n$ is the length of the set of values.
\[ MAE = \sum_{i=1}^{n} |x_i - y_i| \]  

(2.5)

### 2.4.5 Optimisation Strategies

#### 2.4.5.1 Curriculum Learning

Many times researchers have been encountered attempting to improve model performance by applying countless approaches without thinking to improve a simpler problem. The idea of CL or shaping is to start small and learn the basic aspects of a task to gradually increase the difficulty. CL was proposed by Elman in 1993 and was shown to improve network performance for several tasks and is used to speed the convergence while achieving better generalisation [23]. Per Goodfellow et al., it can be interpreted as a continuation method [90]. CL has been successful on a wide range of computer vision tasks [145, 150, 235]. In 2020, Buyuktas et al. proposed a CL approach for face recognition. The training set was subdivided into sets that would increase the difficulty based on the head pose, yaw, angle pitch and roll angles (These alterations have been proven to be influencing factors on age estimation in our work described in Section 3.2.11). The accuracy of this approach had better performance than using random batches [36]. The same approach can be considered to improve facial age estimation by creating a subset with only frontal faces and then introducing difficulty gradually.

#### 2.4.5.2 Knowledge Distillation

Model compression or knowledge distillation (KD) is the process of transferring knowledge from a large model (teacher) to a less computationally expensive smaller model (student). Usually the teacher’s outputs (last or a hidden layer) are used as the student input’s, unless data augmentation techniques were employed. KD has been proven to be very effective not only in training a student model but also in improving and sometimes outperforming a teacher model [198].

Research on KD is ample. A recent age-estimation-related approach used KD to create two teacher models. The basic idea was to transfer the ordinal knowledge captured by the first teacher (ranking model) and the dark knowledge captured by the second teacher (the multi-class classification model) to a compressed and less computationally expensive student model [271]. This research resulted in a more accurate performance in comparison with other state-of-the-art methods.
2.4.5.3 Supervised Pre-training and Transfer Learning

Pre-trained models are models created to solve a specific problem but are reusable for similar problems, and according to Goodfellow et al., may help both in terms of optimisation and generalisation [90]. A supervised pre-trained model is a model that was trained on a large dataset with labels and has a similar problem to be solved. Per Goodfellow et al., strategies that involve training simple models on simple tasks before training the desired model to perform the desired task is known as pre-training. Due to time and expenses, it is common to use pre-trained models from the literature. For example, ImageNet is a large-scale image database built upon the backbone of the WordNet structure with an equivalent of tens of millions of annotated images [60]. This dataset has been used by well known convolutional neural network (CNN) architectures to initialise weights (VGG16, VGG19, ResNet, InceptionNet, etc.).

Multiple researchers have published pre-trained models that aid researcher on avoiding tedious tasks of training data and optimising the cost of running algorithms on hardware. Transfer learning is a new learning framework that allows the use of pre-trained models from other researchers. Dong et al. exploited the transfer learning strategy to train deep CNN due to the lack of age annotated facial images [64]. They state that transfer learning includes pre-train and fine tune where in the former, the randomly initialised networks are first trained with a fair amount of labelled data and in the latter, learned parameters in the mentioned former process are used as an initialisation for a new task.

Well documented pre-trained models for age estimation are communal in the Caffe Model Zoo. In 2015, Levi and Hassner disseminated a deep CNN for age and gender classification [153]. Their model was trained with the Flickr dataset of facial images in the wild [70], to raise performance in learning representations when limited data is available. Training each network required about 4 hours using a robust graphics processing unit (GPU). Similarly, Chen et al. [48] proposed a ranking CNN-based framework for age estimation also trained over the Adience dataset used by Eidinger et al. [70]. Finally, we take into consideration a pre-trained model external to the model zoo but compatible with the Caffe framework. The Deep EXpectation (DEX) model approaches the automated estimation of facial ages with a CNN [218].

Transfer Learning is another optimisation strategy to prevent over-fitting. Knowledge transfer, inductive transfer or transfer learning makes use of existent available data to aid the learning on the new target data, which is composed of training and testing [52]. The use of transfer learning has been increasing throughout the years and has been brought to the attention of researchers where several of them have published
pre-trained models to assist other researchers and prevent them from executing the
tedious task of training data to solve a specific problem. Inductive transfer can be be-
neficial when there is lack of labelled data, copyright issues or when data could be
easily outdated. Throughout the study, several issues have been encountered. Efforts
to attempt to obtain a sufficient quantity of labelled facial age images has been accom-
plished. However, issues arise due to copyright restrictions, general data protection
regulation (GDPR), and ethical concerns. Therefore, a transfer learning solution is re-
quired. Transfer learning is usually expressed through the use of pretrained models.
Less training data is required when successfully transferring a pretrained model to
another task.

2.4.6 Regularisation for Deep Learning

2.4.6.1 Dataset Augmentation Techniques

Data augmentation is known as a pre-processing technique in computer vision that at-
ttempts to find a data-space solution to the lack of data. It is a convenient method to
improve performance and reduce generalisation errors and overfitting. Data augment-
ation can be achieved through geometric/photometric transformations and synthetic
data. The former refers to transformations that alter the initial image, making the CNN
invariant to geometric or photometric changes. The latter refers to the use of GANs to
create synthetic data that can aid the training process. These networks are further dis-
cussed in Section 2.4.6.4.

Image augmentation for facial recognition is not a new topic. It has been studied
in the past and has become increasingly popular. Data augmentation can improve
the performance of machine learning models and convert bounded datasets into ex-
plorable big data [230]. Lv et al. proposed 5 data augmentation methods: landmark
hairstyle, glasses, poses and illumination manipulations. The approach enlarges the
training dataset, which aids the impacts of misalignment, pose variance, illumination
and occlusion [166]. For facial age estimation, data augmentation was proposed by
Liu et al. Their augmentation approach consisted in the application of geometric and
photo-metric transformations such as flipping, rotating, scaling, and noise addition.
The method aids over-fitting, enhances the robustness of the model and improves the
accuracy of age estimation [160].

An ideal underage balanced dataset to solve age estimation as a classification problem
would be of size 90k, 5000 images per class as suggested by Goodfellow et al. [90].
Augmented images should be used only on the training dataset. However, test-time
data augmentation has been proven to reduce appearance variations and improve face representations [171]. It is convenient to apply data augmentation transformations after the images have been pre-processed.

### 2.4.6.2 Early Stopping

Early stopping is a DL regularisation technique used to prevent over-fitting and gain the lowest validation error. While training a model, if the error rates do not improve during a certain tolerance (specific number of iterations), the whole training is stopped. Each time the validation error improves, the model parameters are stored. Goodfellow et al. states that early stopping is an efficient hyper-parameter selection algorithm [90]. In several approaches of our age estimation models, early stopping is considered usually with a tolerance proportional to the number of epochs. The ratio is usually a tolerance of 10 to 15 per 100 epochs and 25 to 50 per 1000 epochs. But usually to increase the speed of training, 10 iterations are considered for 100 epochs which equates to a 10% of the epochs.

### 2.4.6.3 Ensemble Learning

Ensemble learning refers to tackling the ML problem through several models and then averaging them. Usually this regularisation technique produces always better results with higher generalisation performance than the best base model alone [62]. Ensemble methods are usually computationally expensive. Nevertheless, the correct use of the type of ensemble can improve significantly the performance of a single complex model. Hierarchical ensembles based on the Gabor Fisher classifier [234] and independent component analysis pre-processing techniques [161] are some of the earliest ensembles employed in face recognition. In the CSEM pipeline of designed ensembles discussed in Section 2.2.6.3 an ensemble is used to tackle a CSEM problem. Furthermore, a divide and conquer approach could be introduced to create several ensembles and improve age prediction accuracy. Commonly used ensemble learning algorithms are stacking, bagging and gradient boosting.

### 2.4.6.4 Generative Adversarial Networks

A GAN consists in two neural networks (Discriminator $D$ and Generator $G$) competing against each other while improving over time, until $G$ achieves such performance where $D$ cannot distinguish that the new generated image is fake anymore (the dis-
criminantor model is fooled about half the time), meaning the generator neural network is generating plausible samples. Bowles et al. describe GANs as a means to release information from a specific dataset [31]. Although GANs can be used maliciously to create fake images, fake news, fake videos, etc., the benign applications are significant. GANs are able to estimate images of victims by creating aged versions from an input image [68]. They have also been used for data augmentation by creating artificial instances from a dataset with new produced images that have been introduced randomness but retail similar characteristics of the distribution of the dataset.

2.4.7 Evaluation Protocol

The evaluation protocol refers to the steps taken prior to the evaluation of the performance of the model. Several protocols impact in the outcome and hence are documented for revision. Each model that was developed followed the evaluation protocols discussed in this section. The evaluation protocol steps for the dataset are divided into: curation, pre-processing, split and augmentation. Dataset curation is analysed in Section 2.3 and dataset augmentation is discussed in Section 2.4.6.1.

2.4.7.1 Dataset Pre-Processing

Once the dataset is completed, facial image pre-processing should be applied. Face detection is usually needed for age estimation. While reducing the number of pixels to be evaluated, unwanted background and noise should be also addressed. Many studies convert the images to grey-scale [61, 263], but in our case, skin tone has been proven to mildly influence on the age estimation accuracy [9], and hence the colours should be preserved.

2.4.7.2 Dataset Split

As an evaluation protocol, each proposed model has to be trained, validated and tested on a dataset that has been split accordingly. The ideal split would be a 80/20 split for training and validation, and a 80/20 for validation and testing respectively. But this might be an issue with small sized datasets. With less training data, the parameter estimates have greater variance. A test dataset is considered optional but paramount to evaluate the final performance of the model fit on the training dataset. A validation dataset is used to automatically select the best classifier during the training.
2.4.8 Network Architecture

The relevant network architecture should be employed depending on the type of problem to be solved (regression or classification). Simple neural networks can be used when the inputs are specific and limited vectors represent the image; i.e., facial embeddings can produce 128 or 512 facial vector representations via FaceNet (As explained in Section 3.2.5). Much more complex networks such as VGG16, VGG19, ResNet50 and Inception are CNNs that have been trained on the ImageNet Dataset and can be used for age estimation classification of raw facial images as inputs. Figure 2.7 depicts a VGG16 architecture with facial images as inputs, the large squares represent the convolutional + rectified linear unit (ReLU) layer and the adjacent smaller red squares represent max pooling. The last 3 layers are fully-connected (FC) layers and the last layer is also a softmax of $K$ outputs. For underage age estimation, ideally $K=19$ neurons should be considered. From newborn, 1 year old to 18 years old. Nevertheless, due to the average MAE in the literature being 4.15 (Average calculated from Table 3.2), the upper bound age limit should be set to the age of an adult (18 years as discussed in Section 2.2.1) plus the 4 years of error equating to 22 year-old subjects.
Figure 2.7: VGG16 Macro-Architecture with Facial Images as Inputs and $K$ Outputs in the Softmax Layer.
2.4.9 Hyper-Parameters

Selecting the adequate hyper-parameters is a complex task. Each ML problem has its different complexities to solve and settings that are used to control the behaviour of the learning algorithm [90]. The hyper-parameters are usually updated accordingly in the validation set. The validation set represents typically 20% of the dataset. Whereas the training set equates to the rest (80%). These values are arbitrary but have been influenced by the Pareto principle.

Hyper-parameter tuning is referred to searching the hyperparameter space for the optimum values. It may be accomplished either manually or with an optimisation framework such as SMAC, Spearmint, Hyperopt, GPyOpt, Vizier, Katib, Tune, Autotune, Optuna, etc. [3]. Optuna is framework agnostic and can be used with any ML or DL framework such as Theano, Pytorch, Tensorflow, Keras, Scikit-learn, etc. The advantage of using Optuna over a manual approach is that the experiments can be integrated in a single ML logging framework. Neptune is a light-weight management tool that keeps track of ML experiments [186]. The tool enables live monitoring, has integration with Jupyter Notebooks, allows the search and comparison of experiments and entitles collaboration with other users.

The 3 steps to optimise a problem are the following:

1. Define an objective function to be optimised.
2. Suggest hyper-parameter values using trial objects.
3. Create a study object and invoke the optimisation method over $n$ trials.

2.4.9.1 Learning Rate

The learning rate (LR) is one of the most important hyper-parameters for deep neural networks (DNNs). It refers to the size of the step for each iteration, while approaching the minimum of a loss function [182]. The value is usually a positive scalar between 0.0 and 1.0. The LR value is inversely proportional to the training time. The lower the value, the more resources it would require to train.

2.4.9.2 Optimisation

Optimisation is one of the main components of machine learning. Gradient descent is an optimisation technique used to find the minimum of a function. It is regularly
used in deep learning models to update the weights of a neural network. The follow-
ing gradient-descent-based optimisation algorithms have been used in our studies to
lessen the error rates:

- adaptive moment estimation (ADAM) [138]
- adaptive gradient (ADAGRAD) [69]
- stochastic gradient descent (SGD) [30]
- stochastic weight averaging (SWA) [118]

ADAM and SGD are commonly used to optimise deep neural networks and are widely
used in age estimation. For our research, we explore the use of several gradient-based
optimisers and focus specifically on the novel SWA. SWA is a procedure that enhances
generalisation in DL models over SGD at no additional cost. Izmailov et al. proved that
the SWA procedure is able to find much flatter solutions than SGD and the solutions are
wider than the optima found by SGD [118]. The authors also notice an improvement
in the test accuracy versus SGD training on several state-of-the-art residual networks.
It also has slightly worse train loss, but better test error.

2.4.10 Artificial Intelligence for Digital Forensics

Lack of time and experts influence negatively on a crime investigation. To process huge
amounts of data in a timely manner and enhance digital forensic investigations, mul-
tiple AI approaches have been proposed. The use of automation in DF has been highly
criticised due to the constant need of a human-in-the-loop approach. A human check
is still required to not miss any critical information with probative value. Furthermore,
push-button forensics besides having technological challenges, have also political and
social implications [121].

Automated prioritisation and evidence discovery practices in DF could help sift
through irrelevant data/devices and control the workload to a more manageable state.
In 2013, Marturana and Tacconi used triage to categorise digital media [170]. Their
study evaluates the use of popular mining algorithms for tackling two cases studies:
copyright infringement and exchange of child abuse material.

A CNN is a deep artificial neural network (ANN)\textsuperscript{18} that is capable of classifying and
clustering visually similar images, and recognising objects in a scene. CNNs have been

\textsuperscript{18}Computer systems that learns to accomplish tasks by observing examples rather than executing a
specific algorithm [255].
brought to attention in various fields for their promising results. DF has also been influenced by the attractive qualities of CNNs.

In image forensics two problems are addressed: image tampering & image sourcing. For the former, multiple studies have been conducted with deep learning based techniques [21, 46, 208, 269]. Three studies employ CNNs and one of them implements a Stacked Auto-encoder(SAE) approach. For the latter problem, identification of the acquisition device that produced the data could link the electronic device to the perpetrator. Tsai et al. were able to obtain highly accurate predictions with SVM on similar photographed scenes generated both by traditional and mobile-phone cameras [240].

Not until recently, studies involving multimedia forensics (branch of DF that studies collected multimedia signals such as audio, video and images from mass storage devices) and DL have flourished. CNNs have shown promising results on image recognition, video analysis and natural language processing(NLP). Freire-Obregon et al. [81] have implemented a source camera identification (SCI) method that is able to infer the noise pattern of mobile camera sensors/fingerprints.

2.4.11 Object and Face Recognition

Object detection is one of the core problems in computer vision that deals with identifying and locating instances of objects of certain classes present in digital visual media. For a human, it would take a glance to detect an object. Conversely, for a machine it would require extra effort to replicate the intelligence of individuals. This is the main goal of object detection.

Face and landmark detection are well-researched domains of object detection. These techniques typically leverage ML or DL (depending on the data and processing capacity), to produce relevant results. Facial recognition is a data-driven technology that has become popular across the globe and significant advancements have been made in recent years. An exponential increase on users has been observed in common everyday applications. Moreover, biometric systems are expanding their robustness with the addition of facial-based authentication factors that prevent impersonation attacks, e.g., Apple’s Face ID and Android’s face recognition technologies. Facial recognition as a biometric system, is a widely-used technology that maps facial features from images to detect faces and recognise the associated identity. For further information relevant to facial recognition, refer to Section 3.1.
3.1 Face Recognition

3.1.1 Introduction

Facial Recognition applications have been commonly found in airports, mobile devices and certain web pages [82]. Facial recognition is shaping the future of several security innovations: facial security checks could be used to prevent credit card cloning, smartphone unauthorised access, fraudulent exam takers, fake social media accounts, etc.

Images of faces are easy to obtain regardless if they are produced from a modern camera or are collected from the internet. Challenges arise when the expected images are not in controlled environments such as the ones produced in visa applications or mugshots [123]. Other external factors such as hair, makeup, jewellery, glasses, head-wear, etc., will all influence the appearance of the face and will have an impact consequently on facial age estimation as explored in Section 3.2.11.

Dimensionality reduction of redundant sampling is one of the main problems with face recognition technologies [123]. Principal component analysis (PCA) is a statistical technique used often for face recognition and that can extract the so-called “eigenfaces” which are significant statistical information related to the variance of faces in a set of face images.

3.1.2 Facial Features

Facial features are composed by multiple landmarks. Each landmark represent an identifiable point present in a face. Facial landmarks serve as anchor points on a face graph [42]. In Figure 3.1, hundreds of facial landmark points can be seen depicted.
These points have been detected by the Face++ application programming interface (API) which is discussed in Section 3.1.3.2. Commonly used points are the eye corners, the nose tip, the nostril corners, the mouth corners, the end points of the eyebrow arcs, ear lobes (weather attached or detached), chin (weather squared, round or pointy), etc. Attributes such as eyes (round, almond, round-almond), nose shape (straight, round, wide), eye-brows (thin, medium, thick), mouth, jawline, etc., are shapes that are conformed by several joint landmark points. The main issue of automatic feature-finding algorithms is that in a low-resolution scenario, identification and positioning accuracy is compromised [123].

For missing children investigations or in the identification of suspects, a feature that is vastly important is the smile which is a facial expression that witnesses often see and recognise.

Figure 3.1: 1000 Facial Landmarks Captured using Face++ Application Programming Interface

A decade ago, automatic and accurate facial feature detection seemed a difficult problem due to the uniqueness and variety of human faces, expressions, facial hair, poses, glasses, lightning conditions, etc. [176].

The approach presented by Milborrow and Nicolls in 2008 was based on active shape models (ASMs) which were first introduced by Cootes et al. [50]. The ASMs were used to locate features in frontal views of faces that were in an upright position. In the
same year, Horng et al. studied age group classification based on facial features. Their approach was limited to gray-scale facial images with 4 age groups. A Sobel edge operator and region labelling was used to obtain the positions of the eyes, nose and mouth [110]. It is stated by Kwon and da Vitoria Lobo that for an age classification task facial features suffice [146].

3.1.3 Face Detection

Face detection and alignment are essential to many face applications such as facial recognition, expression analysis and age estimation. However, factors such as image resolution, occlusion, brightness, contrast, roll/yaw/pitch variations, etc., present challenges in real world applications.

Edge detection plays a key role in face recognition. Sobel edge operators were proposed in the past to identify and extract successfully edges in object recognition. Edge maps aid the representation of faces as a single unit [246]. Martínez et al. proposed Sobel edge detection for face recognition, used in the pre-processing phase on the training data to produce better performance in the modular neural network [169].

Viola and Jones proposed a cascade face detector that uses digital image features (Haar-like features) and AdaBoost\(^1\) to train cascaded classifiers, while achieving good performance and real-time efficiency [268].

Age estimation as well as face recognition, requires in some cases facial detection for the pre-processing phase. Elimination of background noise and unrelated features to the face can aid the performance of the age estimation model. In 2016, Antipov et al. used a rigid-template-based facial detector with a multi-view facial landmark detection tool for alignment. The error rate achieved for their age estimation model was a validation of 0.2609, a metric \(\varepsilon\) defined as the size of the tail of the normal distribution with the mean \(m\) and the standard deviation \(s\) with respect to the predicted value \(x\).

3.1.3.1 Offline

Several offline face detection methods have been built. The most famous open source libraries are dlib and multitask cascaded convolutional network (MTCNN). The former is a C++ toolkit containing machine learning algorithms. The dlib toolkit contains face detection based on the classic histogram oriented gradient (HOG) feature descriptor combined with a linear classifier, an image pyramid, and a sliding window

\(^1\)AdaBoost is an ensemble learning method which was created initially to improve the efficiency of binary classifiers.
detection scheme [137], and is the most used tool for effectively and swiftly detecting fiducial points with traditional computers in a few milliseconds [133]. Leong was also able to accomplish a high speed detection of 30 millisecond on a mobile application that implemented DL of facial embeddings and facial landmark points for the detection of academic emotions [151]. Furthermore, when no face is detected (despite being visibly present), the CNN version of dlib may be executed. This technique would lessen the processing time and increases the face recognition hits. The latter face detection method works on three stages and uses a single neural network for each process. Moreover, it employs a deep cascaded multitask framework that exploits intrinsic association between alignment and detection to increase performance [268].

The main advantage of using offline face detectors are that they are free and open source. It is possible to fine-tune the model and also run unlimited facial detection’s without paying additional costs to cloud-based servers. Additionally, storing personal identifiable information on an unknown server is a great risk.

3.1.3.2 Online

Online cloud-based face detection services have been recently developed. They usually are part of an AI face functionally and have an established cost. If the cloud service provider (CSP) delivers facial recognition or facial age estimation services, a face detection component may also be offered.

Face++, a Chinese cognitive service is capable of several facial recognition tasks such as face detection, face comparison and face searching. It has been bench-marked by Jaeger et al. against other cloud services with promising accuracy [119]. Also used in many variety of research from face detection, gender/race to facial age estimation [10, 113, 211].

Kairos is a Greek word meaning the right, critical, or opportune moment. In cyberspace, it is a face recognition company that provides several facial feature applications such as face identification, face verification, face/age/gender/multi-face/landmark detection, diversity recognition, etc. Many of the products have been mentioned or used in research [7, 58, 206].

Amazon, Google, IBM, Microsoft Azure, Huawei Cloud as CSPs, all have face detection capabilities and provide an API for integration. The main advantage of using online cloud-based face detectors is the speed obtained by each request. Top-edge machines that are offered by cloud service providers are powerful but require a cost per

[^2]: https://www.faceplusplus.com/
transaction. However, in dealing with CSEM investigations, LEAs cannot transmit this sensitive information to a third party service.

3.2 Soft Biometrics

3.2.1 Introduction

Facial recognition is a well-known topic studied across several fields. The race to obtain a highly accurate tool to recognise, verify and cluster similar faces is a common task within the topic of computer vision. The deluge of facial photographs on the cloud has allowed the creation of robust facial recognition systems. Nevertheless, labels for soft biometric traits such as age, gender, ethnicity, height, weight, eye colour, marks, etc. are scarce. While the consideration of these traits are able to improve the accuracy of a biometric system [120], there are rarely datasets that contain such information accurately annotated. Age is a cue for face verification and facial recognition widely used in forensics. Automated age prediction could be valuable as an aid to live and post-mortem triage, both collected and stored evidence while assisting digital forensics backlogs. Age prediction can also assist in the identification of victims or suspects in CCTV footage, photographs, or CSEM. Moreover, GANs are able to estimate images of victims by creating aged versions from an input image [68].

Age estimation models rely on good quality images with the relevant age labels. Nonetheless, accurate age annotations in facial datasets are also inadequate. Certain age groups have less amount of data, particularly the underage age range. Datasets for this age range are difficult to find due to certain restrictions and ethical implications.

As mentioned in Section 2.1.2.7, an exponential accumulation of devices in digital forensic laboratories is an ongoing issue that has contributed to backlogs in LEAs over the past years throughout the globe [225]. Intelligent automation is needed to expedite digital investigations that are hampered by lack of resources, such as time and skilled expertise. Moreover, Sanchez et al. [223] verified that digital forensic practitioners demand automated tools to detect CSEM, age estimation and skin tone detection and intelligent artefact prioritisation can expedite digital investigation [66]. The automation of some of those tools are presented in this section.
3.2.2 Age Estimation

Determining an individual’s age can bring a forensic investigation one step closer towards the identification [2]. Different people age differently. Even a single year can make a significant difference in the appearance of a child. There are several factors to identify a missing person: gender, ethnicity, parents and how parents/grandparents looked like at the age of the missing subject, siblings, what do they look like, their lifestyle, weather the person practised a sport, exercise, diet, health state when the person was last seen, vices such as smoking, drug abuse, etc.

The human face can reveal important information, such as gender, approximate age, skin tone, race/ethnicity, eye colour, hair colour, presence/absence of makeup, presence/absence of beard, presence/absence of moustache, etc. All these elements are known as soft biometric traits. Dantcheva et al. [55] defines soft biometric traits as “physical, behavioural or adhered human characteristics, classifiable in predefined human compliant categories”.

Accurately determining the age of a victim can prove crucial in a CSEM possession and/or distribution case, especially for borderline age ranges between underage teenagers and young adults. The prediction of age as a soft biometric trait has been proven to be difficult due to the absence of strong cues that determine the oldness of a subject. Kloess et al. suggest that discrepancies between the face and body, natural variation between different ethnicities and the environment that the person is exposed to are factors that affect the age prediction process. The aforementioned research takes into account multiple factors that can lead to the classification of an image either if it is an indecent image of children and the respective age group.

3.2.3 Human Facial Age Perception

Humans are quite accurate at estimating the age of other humans. The error rate has been measured to vary from as low as 2.07 years and as high as 8.62 years depending on a variety of factors including the age of the assessor, the age of the subject, and the difference between both [179]. The age of young people tends to be consistently overestimated [105, 202, 260] and a tendency to assimilate the estimated age with one’s own age is suggested [245, 248]. Moyse and Brédart [179] presented a study on own-age bias in the accurate estimation of faces. The authors found that their 114 participants were more accurate at estimating the ages of those within their own age-group (10-14, 20-30, and 65-75 years old). The accuracy of human age estimation of others can also be negatively impacted by a range of other factors including gender [248] and emo-
tion/facial expressions [85, 248]. Neutral expressions results in the highest accuracy, whereas any other expression results in less accurate estimations [248].

Perhaps the most relevant studies to the borderline adulthood focus of the work presented as part of this research are those focused on age estimation for the sale of age-restricted products, such as alcohol and tobacco. In 2001, Willner and Rowe [260] measured the accuracy of servers of alcohol in age estimation for males and females aged 13, 16, 20 and 22 years old. Their results showed that the estimated ages of teenagers was often overestimated. A 3% of 13 year-old males and 18% of 13 year-old females were judged to be of legal drinking age in the UK (18 years old), rising to 38% for 16 year-old males and 56% for 16 year-old females. This is consistent with the results presented by Voelkle et al. [248]. In their work it was found that those working in the sales of age restricted products had a mean accuracy of 3.26 years for the 15-19 years age range, versus a mean accuracy of 4.01 years for a control group, i.e., those working in roles not relying on age estimation as part of their daily duties.

### 3.2.4 Facial Age Estimation

Automated facial age estimation requires three main properties: validated facial age labelled datasets, robust face detection, and ML. Many existing approaches reuse the same dataset(s) either for bench-marking, validation, training or testing purposes.

#### 3.2.4.1 Offline Models

In the early stages, facial anthropometric\(^3\) models were suggested for age prediction. In 2006, Ramanathan and Chellappa [207] proposed a cranio-facial growth model that classifies growth related shape variations observed in underage faces. Their model was capable of face recognition across age progression. The dataset for the aforementioned model was the FG-Net ageing dataset (82 subjects with ages ranging from 0 to 69 years old and over 50% juvenile subjects\(^4\)) and a separate dataset containing 233 images [207].

In 2009, Guo et al. [98] found that age estimation performance was able to improve when manifold learning uses biologically inspired features (BIF). The accuracy achieved is positively influenced by a known gender. Therefore, their approach consisted in two different MAEs for each gender. Furthermore, the model was a combination of “BIF locality sensitive discriminant analysis” and “BIF marginal fisher ana-
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lysis”, reaching MAE rates of 2.58 years for males and 2.61 years for females. The data used was the large Yamaha gender and age (YGA) database that contains 8,000 outdoor facial images of Asian subjects. The dataset was distributed equally by gender and divided in age ranges from 0 to 93 with intervals of 9 classes per age group until the age of 70 and a group containing the rest due to the lack of images available for subjects over 70.

Eidinger et al. presented an approach on age and gender estimation using standard linear SVM with their own dropout-SVM scheme. The dataset employed was Adience, which is a collection of CC images sourced from Flickr. Furthermore, the ages were labelled in heterogeneous categories in an unknown manner that contained in average 2,205 images per age group, but were unbalanced.

More recently in 2018, Rothe et al. [218] proposed a DL solution based on a VGG16 CNN architecture pre-trained on ImageNet. This achieved a MAE of 3.252 years. The data was trained on a dataset named IMDB-WIKI, consisting in over half a million facial images of celebrities (currently the largest public face image dataset annotated with age and gender labels) that had been crawled from IMDB and cross referenced with the age denoted in Wikipedia.

Geng et al. reiterate the lack of sufficient and complete training data [87]. However, the authors exploit the fact that close ages look quite similar. Instead of labelling with a single age, a label distribution is considered. Small datasets were used: FG-NET which is an ageing dataset of 1,002 subjects [147], and MORPH which is a larger dataset of over 55k images [212]. The best performing results in terms of MAE oscillate between 4.76 and 8.06 years, The MAE in different age ranges was also evaluated in the FG-NET dataset. The best performance lies on the age range 0 to 9 (2.30 years) followed by the age range 10 to 19 (3.83 years).

Chao et al. aimed to overcome the data imbalance problem related to the number of images per age. An imbalance treatment is introduced to the training phase and the connections between facial features and age labels by combining distance metric adjustment and dimensionality reduction, are explored. Performance evaluated on the most widely-used FG-NET ageing database produced MAEs ranging from 3.06 and 3.10 years for ages smaller than 30. The MAE in different age ranges were also evaluated with the aforementioned database. The best performance lies within the age range 0 to 9 (1.911 years) followed by the age range 10 to 19 (3.52 years) with the C-IsLPP algorithm approach.

In 2017, Liu et al. presented a Group-aware deep feature learning approach that con-

\[\text{http://www.image-net.org/}\]
sisted in learning a discriminative feature descriptor per image of the raw pixels for face representation [158]. The main motivation is that age labels are chronologically correlated and face ageing datasets lack labelled data in certain groups. The datasets used were FG-NET, MORPH and the Chalearn Challenge Dataset [71]. The corresponding MAEs are 3.93, 3.25 and 4.21 years respectively.

3.2.4.2 Online Models

The main advantage of using cloud-based biometric services is that the results obtained are processed by state-of-the-art classifiers developed by experienced companies in the space, such as Amazon, Microsoft, and IBM. The main disadvantage of online tools is the ongoing costs associated with their usage. Most of the service responses are configured in JavaScript Object Notation (JSON), which allows an easy integration with the performance evaluation.

In 2010, Amazon acquired “Rekognition” from an AI start-up company, Orbeus [205]. The company had developed a facial recognition software that detected traits on images with ANNs. ANNs are systems that learn to accomplish tasks by observing examples rather than executing a specific algorithm. They are structured by an initial input layer of neurons, one or more hidden layers, and a final layer of output neurons. Machine learning as a service (MLaaS) was introduced to facilitate non-experts in the training of models without expertise in the topic. The Rekognition service is a DL-based image analyser that is able to detect age with a minimum and maximum value as a dual class output. The most suitable results between the dual class outputs and the mean value were assessed. The investigation led to the use of the minimum value, which is also a good practice for the procedures in a digital forensic case where the cost of inaccuracy is potentially high. Kairos (a previously known free online service) uses a SVM algorithm for the model to help isolate different types of faces into the corresponding age class. Nevertheless, the performance is low compared to the rest of the age estimation services [7]. Finally, Microsoft Azure Cognitive Service uses a Multi-layered deep learning methodology [258].

3.2.5 Facial Vector Embeddings and Soft Biometric Traits

Face embeddings are high-grade features extracted usually from detected faces. They use deep convolutional neural networks (DCNNs) to map a facial image to a vector. The most used model is FaceNet which predicts features that are an array of 512 vector representations. The model is trained through a triplet loss function that influences
facial embeddings for the same subject to have smaller distances and different subjects to have larger distances [228]. In this research, the cosine similarity is used to calculate with a given threshold, if the facial embedding arrays belong to the same identity in a given multidimensional space. Equation 3.1 is the cosine similarity between face $a$ and face $b$, where the value of $n$ is 512.

$$\cos(a, b) = \frac{a \cdot b}{\|a\|\|b\|} = \frac{\sum_{i=1}^{n} a_i b_i}{\sqrt{\sum_{i=1}^{n} (a_i)^2} \sqrt{\sum_{i=1}^{n} (b_i)^2}}$$

Schroff et al. [228] proposed a system that learns mapping from facial images where the distance between the vectors produced are able to determine facial recognition, verification and clustering of similar images. The output creates embeddings of 128 dimensions per face but currently 512 dimensions are supported. Face embeddings refers to the facial features that can be extracted from a facial image. Once processed, the problem becomes a k-nearest neighbours (KNN) classification problem.

Work accomplished with facial vector embeddings for trait related research such as age, gender, emotions and attractiveness has only been recently exploited in the past two years. In 2018, Jekel and Haftka used a Logistic Regression and a SVM approach to automatically review online dating profiles based on the user’s historical preferences [125]. The authors discussed a possibility of the Facenet vectors being related to attractiveness. This research was one of the first using Facenet Face Embeddings for tasks other than facial recognition.

Later in 2019, Terhörst et al. proposed a multi-algorithmic fusion for age and gender estimation based on stochastic forward passes through a dropout-reduced neural network ensemble [237]. Their approach was benchmarked on the Adience dataset [70], and achieved an age estimation accuracy of (64.6 ± 2.8).

Recently in 2020, Swaminathan et al. developed a method to predict gender based on several machine learning classification techniques on Facial Embeddings. Logistic Regression, SVM, KNN, Naive-Bayes and Decision Trees were evaluated on the UTK Face Dataset [270] and the best performer KNN achieved an accuracy of 97%. In the same year, facial embeddings and facial landmark points for the detection of academic emotions such as engagement, frustration, confusion and boredom, were studied by Leong [151]. The author evaluated the use of deep learning on FaceNet embeddings and facial landmark points and hypothesised that the facial embeddings may similarly offer valuable information for the detection of emotions. A Long Short Term Memory (LSTM) network architecture was used and the accuracy to detect both boredom and frustration was 52.15 and 70.67% respectively.
### 3.2.6 Regression vs Classification

In our daily life, age is treated as a discrete variable, except among the very young - a five and a half year old will not be denied their half year. Ages are binned more coarsely as we age - young, middle-aged, old - and much previous work has treated the age estimation as a classification problem, with samples assigned to broad age buckets. In the extreme, it is binarised: minor or adult? When a more accurate age estimate is wanted - and accurate ground-truth is available - we can instead treat age as a continuous variable, and make age estimation into a regression problem. Regression structures are used to estimate a value (continuous inputs) instead of a fixed class, leading to an infinite set of possible outcomes [28].

Whether modelled as regression or classification, data is, as with all machine learning problems, the limiting factor. Age estimation has been addressed in the past with several machine learning regression techniques; predominantly Support Vector Regression (SVR), Random Forests (RF) and Canonical Correlation Analysis (CCA) [78]. Conversely, commonly used classification algorithms such as KNN, multilayer perceptron (MLP), AdaBoost and SVM have been studied to perform accurate age prediction and grouping [155].

The difficulty with using fine bin sizes (i.e., 1 year wide) while also taking a classification approach is that the model will score the same loss for being wrong by 1 year as it would for being wrong by 20 years. With regression, a large error (e.g., 20 years) can induce a larger weight update than a small one (e.g., 1 year). The difference would matter less if a binary classifier was trained, but for samples close to the decision boundary it would still matter.

### 3.2.7 Underage Facial Age Estimation

Work specialised in underage facial age estimation has been limited due to the challenges of collecting data which is understandably subject to ethical implications, lack of underage datasets, and scarcity of reliably annotated images. Nevertheless, apparent age estimation on children was studied by Antipov et al. in 2016. Antipov et al. used a fine-tuned VGG16 (a very deep CNN of 16 weight layers used for large-scale image classification) to train a model of minors; they documented their winning approach for the ChaLearn LAP competition on apparent age estimation; since the major challenge was the age estimation of children, the authors created a separate VGG16 model for minors from 0 to 12 years old and integrated the model to the final solution. HeadHunter, a detector based on rigid templates, was their choice for face detec-
tion and the alignment technique was based on a multi-view facial landmark detection tool. The error rate achieved for validation was 0.2609, a metric \( \varepsilon \) defined as the size of the tail of the normal distribution with the mean \( \mu \) and the standard deviation \( \sigma \) with respect to the predicted value \( \hat{x} \). In the same year, Ferguson and Wilkinson [77] determined that manual human visual age estimation of children’s faces reveals poor accuracy, confirming the difficulty to precisely predict age. They also suggested that black and white images were classified with less accuracy.

Age estimation classification models tend to perform better when the age bins have been grouped; hence the number of classes decreased. The penalisation for wrong classifications are less severe; similar to the effect of using a regression-based model vs a multi-class classification model. Furthermore, limiting the size of the evaluated age range to underage subjects can potentially create an easier problem for age estimation. If the complexity of the problem is gradually increased, this is known as CL where the speed of convergence of the training process is increased [23]. Refer to Section 2.4.5.1 for more information about CL.

### 3.2.8 Gender Estimation

Gender has been predicted as a binary classification problem in the past and has received considerable attention over the past years. Humans are able to distinguish between a male and female, achieving accuracy above 95% based on looking only at the face [34]. Gender classification is paramount as it can enhance the performance of face recognition and human-computer interfaces [254]. Early approaches to automatically classify gender with neural networks were proposed in 1990 [89]. A novel approach to detect gender based on the colour of human faces was proposed by Nestor and Tarr [187].

### 3.2.9 Skin Detection and Skin Tone Classifiers

To lessen the exposure to CAM, multiple approaches have been considered. Skin detection algorithms could potentially sift unnecessary images and flag inappropriate content. In 2005, Ap-Apid [15] developed a skin color distribution model based on RGB. His nudity detection algorithm had a 95% recall with a 5% false positive rate. Later in 2016, Deep CNNs were used by Nian et al. [188]. The latest demonstrates the advantage of using AI over hand-engineered visual features that are hard to analyse and select. The notable trend of CNNs has been flooding research topics in the past years.
Automated detection of skin tone has received considerable attention from researchers – specifically for biometrics and computer vision applications [136, 168]. The impact of two approaches has been evaluated: simple skin detection (SSKD) and face colour extraction (FCE). Both approaches are based on k-means clustering\(^6\) in order to determine and classify a subject’s skin tone.

SSKD refers to unsupervised skin tone estimation/segmentation. The approach predicts skin tone from an image of a subject, while doing a rough segmentation of the skin based on a pixel-wise classifier [266]. The algorithm consists of two main components: foreground/background separation using Otsu’s Binarisation and pixel-wise skin classifier based on hue, saturation, value (HSV) and YCbCr\(^7\) colour spaces [37]. The FCE approach initially detects the facial landmarks using the dlib library [137]. Subsequently, noise is removed by applying the convex hull algorithm\(^8\) on the facial land-marked point. Finally, the RGB values of the skin are computed using a histogram-based clustering algorithm.

### 3.2.10 Race/Ethnicity Prediction

Lu et al. [164] addressed the ethnicity identification from facial images in a machine learning framework. They employed a Linear Discriminant Analysis (LDA) based scheme for the input face images at multiple scales, to classify Asians from non-Asians. The dataset used was balanced between Asians and non-Asians of 2,630 faces. Their LDA Ensemble approach produced an accuracy of 96.0% for Asian subjects and 96.6% for non-Asians. The authors argued that ethnicity classifiers do not have to be perfect to be useful in practice. In contrast, Hosoi et al. [111] addressed a novel approach for ethnicity classification with two technologies: Gabor Wavelets Transformation and retina sampling for facial feature extraction, and SVM for ethnicity classification. The authors classified individuals into three major groups: Asian (Mongoloid), European (Caucasian) and African (Negroid). The dataset used consisted in 1,991 images. The dataset was not equally distributed, as there were more images for evaluation for the first two groups. Nevertheless, the ethnicity estimation results demonstrated that despite the lack of images for African subjects, the model was able to classify the images with high accuracy: European: 93.1%, African: 94.3% and Asian: 96.3%.

---

\(^6\)k-means clustering is a method for vector quantization – mainly used for cluster analysis in the data mining field.

\(^7\)YCbCr is a family of colour spaces used as a part of the colour image pipeline in visual media systems.

\(^8\)Convex hull is a fundamental structure for both mathematics and computational geometry [20]
3.2.11 Influencing Factors on Age Estimation

The factors affecting facial ageing have been categorised into intrinsic and extrinsic components [13]. For the former, there are internal factors such as size of the bone, genetics or facial changes due to the development of a child. For the latter, any presence of external factors including the environment, habits, diet, makeup and cosmetics, race, ethnicity, etc.

3.2.11.1 Facial Expressions

One example of influencing factors in age estimation is facial expressions. Voelkle et al. found that happy facial expressions are mostly underestimated [248]; whereas, smiling, frowning, surprise and laughing may introduce facial lines that are confused for wrinkles and thus impact on the age estimation performance.

3.2.11.2 Noise

Noise introduces more error onto the estimation depending on its magnitude. It is a randomness that affects an image due to either brightness, colour or digital encoding, and often occurs during image capture, digital sharing, etc. [76]. The presence of noise in an image is expected to be linearly correlated with performance.

3.2.11.3 Makeup

Facial cosmetics have been found to influence perceived facial age estimation; a simple cosmetic alteration is capable of compromising the outcome of a biometric system [54]. Lip makeup was found to be the most prominent of the cosmetic range with a mild correlation to the decay in age estimation accuracy for specific ages. Moreover, Chen et al. [45] found that the presence of cosmetics can hide facial imperfections caused by age, e.g., wrinkles and dark spots, resulting in underestimation.

3.2.11.4 Gender

The influence of gender on estimation was studied previously where it was shown that the errors exhibit a higher rate of error for female subjects than for males [7]. From this, we can deduce that gender is a soft biometric trait that significantly impacts the overall accuracy of the age prediction model.
3.2.11.5 Ethnicity

Per Moyse [180], little interest has been shown on the influence of race/ethnicity on age estimation. Instead, the occurrence of own-race bias (Similar to own-age bias discussed in Section 3.2.3) has been encountered. This bias was found within Caucasian participants in contrast to African participants that performed equally for both Caucasian and African faces in a study driven by Dehon and Brédart [59]. The authors further suggested that the no own-race bias occurred due to those participants being more in contact with Caucasian faces and hence increasing their expertise for such faces.

Certain studies have determined that there is an influence of ethnicity on age estimation and have shown that the ageing process varies significantly among different ethnicities [97, 99, 227, 256]. Guo and Mu [99] proposed an age estimation framework to reduce the influence of ethnicity and gender. The framework consisted in segregating models per ethnicity and per gender. The performance of the models were reported only for Black and White races due to the samples of other races being too small. According to Schmeling et al. [227], in traditional age estimation forensics, ethnicity has no remarkable influence on skeletal maturation for the relevant age group, and ossification rates depend mainly on the population’s socio-economic position. Hence, they concluded that forensic age estimates should consider ethnicity and socio-economic status appropriately.

The influence of ethnicity in age estimation has presented a challenge for both supervised and unsupervised facial age estimation. To “alleviate” this influence, some studies have used a limited version of certain datasets. For example: in [43, 47, 257], the authors have selected a subset of the MORPH dataset (discussed in Section 3.3.4.2) restraining the data to 5,475 Caucasian people. Although this practice of removing certain ethnicities due to the aforementioned influence has apparently become commonplace and accepted in the community, there are major ethical concerns that affect minorities or disadvantaged groups due to the stimulation of algorithmic injustice. These kind of practices not only are inadequate but can also be harmful to vulnerable groups as discussed by Birhane [25]. The author claims that in the process of data cleanse, rich information is stripped away. Furthermore, whilst it is important to have an implementable tangible, scientists around the world should be rethinking and changing their habits on how the data is collected in order to include a more diverse dataset.
3.3 Datasets for Facial Age Estimation

3.3.1 Introduction

Databases for known sex offenders are quite useful. Combined DNA Index System (CODIS) has been used in the past and many homicides and missing persons cases have been solved with these type of databases [123]; but what happens when there is not a DNA component and only an image is available?.

The importance of large sample size, good quality annotated datasets, and the sharing thereof, with the research community is fundamental. Facial image datasets annotated with both age and gender are needed to assist in solving cases where a photograph or CCTV video has become a crime scene and to train machine learning models to predict further information from incoming data. Grajeda et al. stresses the benefit of sharing datasets within the research community in favour of replicating results [95].

High-quality large-sample-sized facial image datasets annotated with both age and gender are needed to train models that are capable of predicting accurate age. Several age annotated datasets have been released but with certain limitations, such as lack of images in certain age groups, presence of noise in photos that reduce the quality of the dataset, inaccurate age labelling, etc.

Private datasets not only hinder benchmarking but can present wasteful resources that are a result of overlapping research. However, the reasons they may remain private could be due to privacy, ethical and moral concerns. Following in this section, we discuss about the public datasets that have been classified by size: small correspond to the range 10 to 15K, medium correspond from 10k to 20k and finally, the large classification corresponds to over 20k images.

3.3.2 Small Datasets

3.3.2.1 FG-NET

FG-NET is a public domain dataset of 1002 images. It is classified as a small dataset and has been used in hundreds of research. In 2013, Han et al. evaluated several of their algorithms with the FG-NET dataset. They found out that most photos of such dataset are dominated by children. This is a motivating fact for our study. However, the numbers shared by FG-NET for underage images were less than our expectations. The FG-NET [253] dataset contains 82 subjects with photographs of each at varying ages ranging from newborn to 69 years old. Although over 50% of images in the FG-NET
dataset are child images, the demand for underage training and test data has led to the creation of alternative databases. The distribution of male and female subjects per groups of 10 years can be seen depicted in Figure 3.2. There are predominately more male images than females per age but the distribution is proportionally quite similar besides the first bin (0 to 9 years), where there is a peak of male images surpassing 200 counts.

Figure 3.2: Distribution of Male and Female Subjects by Age - FG-NET. Red represents females, blue represents males, and purple is the overlap between both genders.
3.3.2.2 MEDS I & II

Multiple encounter dataset (MEDS) [79] is a mugshot test corpus of 1309 male and female deceased subjects prepared by MITRE. MEDS has been provided to assist the FBI in facial recognition tasks, forensic comparison, training analysis, etc. There have been two different releases of the dataset supported by the National Institute of Standards and Technology (NIST). The distribution of age, gender and ethnicity can be seen depicted in Figure 3.3. The ages were grouped in ranges of 10 years. The available ethnicity categories are Black, Unknown, American Indian, White and Asian. The images belong to an age range of 17 to 69 year-old subjects. There is a predominance of males throughout the whole age range. The only predominance of female subjects is for the American Indian group from ages 37-46. It can be seen that there is a peek of over 350 images belonging to young Black males.

Figure 3.3: Distribution of Male and Female Subjects by Age and Ethnicity - MEDS. Red represents females, blue represents males, and purple is the overlap between both genders.
3.3.2.3 FERET

The FERET dataset contains approximately 14,000 images and is pertinent to face detection [201]. The age was labelled based on estimates of the assessor. Our research cannot rely on conjectures due to the considerable MAE values for age prediction produced by the state-of-the-art age estimation algorithms. Therefore, this dataset was not used in our studies. Nevertheless, FERET has been widely employed in several facial recognition related studies. The ethnicity distribution can be seen depicted in Figure 3.4. A predominance of White subjects with a 62% of presence followed by an 18% of Asian subjects can be observed.

![Figure 3.4: Ethnicity Distribution - Feret [178]](image)

3.3.3 Medium Datasets

3.3.3.1 Adience

The OUI-Adience set is a medium sized public collection of 19,487 labelled images obtained by online facial images of Flickr “in the wild”. The age labels were estimated by the assessors and are grouped in 8 classes: 0-2, 4-6, 8-13, 15-20, 25-32, 38-43, 48-53, 60+. Although Eidinger et al. [70] have stated that they use CC licenses for their images, we have detected from a sample of 10,842 images, that 89.55% are associated to images with copyright. Therefore, the use of such dataset has been avoided.

The distribution of male and female subjects by age range can be seen depicted in
Figure 3.5. The figure shows that there is a predominance of male and female subjects for the 25-32 age range class.

3.3.3.2 UTKFace

UTKFace is a medium sized public collection that consists of over 20k images in a long age span (range from 0 to 116 years old), with age labels that have been automatically predicted with the offline DEX model. The images cover large variation in pose, facial expression, illumination, occlusion, resolution, etc. This dataset could be used on a variety of tasks: face detection, age estimation, age progression/regression, landmark localisation, etc. [270]. The age, gender and ethnicity distribution can be seen depicted in Figure 3.6a. The ages have been grouped in bins of 20, the gender is denoted by 0 = male, 1 = female. The ethnicity is an integer from 0 to 4, denoting White, Black, Asian, Indian, and Others (like Hispanic, Latino, Middle Eastern) respectively. It is observed that there are predominantly female subjects throughout the age ranges. The main concentration of subjects lies in the 21-40 age bin. For subjects less than and equal to 20, the main ethnicity present is White. In Figure 3.6b, the first five age classes can be seen with the count of subjects per age, gender and ethnicity. The ethnicity was
grouped in White and Non-White. It can be seen that there is a possibility to create a small test dataset balanced by age, gender and race/ethnicity of 30 images per class.

Figure 3.6: Demographic Distribution - UTKFace
3.3.4 Large Datsets

3.3.4.1 Selfie-FV

Selfie-FV is a large dataset of facial vectors derived from unique face images of subjects between 8 and 38 years old. The size of the collection also exceeds 21k subjects and the data is shared in two pickle files: one for training and the other for testing (no-one appears in both the training and test sets). The files were created with a 80/20 split and contain the pickled Pandas Dataframe objects with a unique identifier for the image, the image number, the image filename, the accurate age ground-truth and the facial embedding. The dataset was prepared by collecting selfies published by celebrities with known dates of birth. The files are available on Github: https://github.com/EdwardDixon/selfie-fv/.

![Figure 3.7: Distribution of Female Subjects by Age - Selfie-FV](image)

The age distribution can be seen depicted in Figure 3.7. It can be observed that while the amount of images is increasing from age 8 onwards, a sudden peak occurs close to the 15 year old mark. These images are in the age range of interest to develop an underage age estimation model.

---

9https://www.famousbirthdays.com/
3.3.4.2 MORPH

The MORPH dataset is categorized as a large dataset and consists of approximately 78,000 images of subjects but only 55,134 images are non-commercial and available for academic purpose. The age ranges are between 15 and 77. This dataset is useful for facial recognition and relevant to our work when we consider age estimation for the teenager age group. Age and gender labels are accurately documented. The images are mugshots that contain age metadata accurate to the year. The ethnicity distribution can be seen depicted in Figure 3.8a. The faces corresponding to Black ethnicity account to 77% of the dataset, while the White faces equate to 19%. The rest (4%) correspond to Asian, Hispanic, Indian and Others.

In Figure 3.8b the predominance of male subjects can be seen depicted throughout the entire age range. The most concentration of images are in the age range 16 to 45. After 45, the age counts plummet exponentially. For the age range close to the borderline between childhood and adulthood (16 to 20), the number of subjects is the highest within the dataset. This age range is important for forensic investigations.

The size in pixels of each image is 400 x 500. The distribution of image quality can be seen depicted in Table 3.1. The image quality field was designed by Ricanek and Tesafaye to give researchers the option of choosing images of a certain degree of quality. Although image quality can be highly subjective, the authors employed an unbiased rating system [212].

<table>
<thead>
<tr>
<th></th>
<th>Poor</th>
<th>Fair</th>
<th>Good</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>8.40%</td>
<td>48.70%</td>
<td>42.90%</td>
</tr>
<tr>
<td>Males</td>
<td>6.70%</td>
<td>39.70%</td>
<td>35.20%</td>
</tr>
<tr>
<td>Females</td>
<td>1.80%</td>
<td>9%</td>
<td>7.70%</td>
</tr>
</tbody>
</table>

Table 3.1: Distribution of Image Quality - MORPH [212]
Figure 3.8: Demographic Distribution - MORPH
3.3.4.3 IMDB-WIKI

IMDB-WIKI is the largest public face dataset with computed age and gender annotations [218]. It has been subject of hundreds of facial recognition studies. The images were scraped from thousands of celebrities in IMDB\(^{10}\) and correlated with Wikipedia\(^{11}\). The collection is quite considerable as the figures reach over half a million with an ample age range. Nevertheless, the calculation of age is acknowledged by the authors to not be entirely accurate. We have corroborated that there are inaccurate age labelling and presence of noise. Furthermore, we have taken extra care in using these images due to copyright restrictions. In Figure 3.9 the age distribution can be seen depicted. There are a lack of images in the underage age group. The images reach a peak for subjects around 25 years old and then the images gradually decrease.

![Distribution of Age - IMDB-WIKI](image)

Figure 3.9: Distribution of Age - IMDB-WIKI [218]

\(^{10}\)https://www.imdb.com/

\(^{11}\)https://www.wikipedia.org/
3.3.4.4 Yahoo Flickr Creative Commons 100M

Another dataset that uses Flickr as a source is the Yahoo Flickr Creative Commons 100M (YFCC100M) that was released in 2014 [239]. This is the biggest dataset of images and videos publicly available for researchers. Due to the size of the collection and the dataset being distributed solely as the metadata, the database is constantly evolving, i.e., the photographs need to be downloaded individually from Flickr. The age and gender distribution can be seen depicted in Figure 3.10. The creators of the dataset annotated the age and gender labels using the automated DEX model. It can be observed that there is a scarcity of images in the age range of 0 to 3. The predominant group of images are present in the age range 20 to 30. Regarding gender, the male group is prevailing.

![Figure 3.10: Distribution of Age and Gender - YFCC100M [174]](image)

### 3.3.5 Underage Facial Age Datasets

Large datasets for underage subjects with accurate labels are rare; furthermore, the amount of children facial datasets available to the academic community is limited. Accurately labelled age and gender datasets are preferred over apparent age estimation. The only dataset that does not consider children and was discussed in this dissertation, is the MEDS dataset.

In 2013, Dalrymple et al. created a set of images with the following variations: 8 facial expressions, 5 angles and 2 lightning conditions. The collection consisted of combinations of these variations for 40 male and 40 female Caucasian children between 6 and 16 years-old. The real age was documented and also estimated by external raters with
a 79.7% accuracy. Later in 2014, a 50 image dataset of female subjects aged 10 to 19 years from Germany, Italy, and Lithuania was created. In 2015, the In-The-Wild Child Celebrity (ITWCC) dataset was created by Ricanek et al. and the set was composed of 304 subjects with a total of 1,715 images (876 female and 839 male) from the age range 5 months to 32 years. Next in 2016, the Boys2Men collection was created as a private dataset that mainly focused on male images from the age range 12 to 21 years-old [41]. In the same year, ageCFBP (an underage-focused face dataset) was created. The parents/guardians of the subjects gave consent for the use of their children data. [96]. Following in 2018, Deb et al. released a dataset containing 3,682 face images of 919 subjects, in the age group 2 to 18. Each subject has an average of four images that have been acquired over a time span of approximately 4 years. The dataset is comprised of 66% boys and 34% girls [56]. It is notable that in the past 5 years, the number of underage datasets has grown but still requires validation, accurate age labels, and balance.

3.3.6 Data Pre-Processing Stage

An important step for an image classification task is to filter unnecessary features that would affect the learning process of a ML algorithm. In some cases, facial image pre-processing may not be necessary if the source is akin to a standard passport photograph. However, facial images in-the-wild may have characteristics such as various pitch/roll/yaw angles, multiple subjects per image, background noise, varying image size and quality, etc. Such photos require image pre-processing and normalisation to align and remove unnecessary features. Reisfeld and Yeshurun suggest that the knowledge of the location and the scale of a face impacts positively on the speed and reliability of face recognition systems.

In 2015, Han et al. [102] designed a face pre-processing procedure to overcome image variations due to external factors. Their approach entails: (1) converting a colour facial image into greyscale, (2) rectifying the face based on the two eyes and cropping to 60x60 pixels with a 32-pixel interpupillary distance (IPD), (3) detecting the face and the eyes using Cognitec’s commercial FaceVACS SDK, and (4) applying the Difference of Gaussians filtering. In the same year, Liu et al. [159] proposed a deeply learned regressor and classifier for robust apparent age estimation. A three step preprocessing procedure was implemented: face detection, facial landmark localisation, and facial normalisation. For the first, a face detection toolkit developed by VIPL lab of CAS was used; for the second, 5 facial landmarks were detected with a Coarse-to-Fine Auto-Encoder Network. For the last step, external and internal normalisation approaches were considered.
3.4 Data Bias and Ethical Controversy

One common application of data-driven methods is facial recognition. Several researchers have used large datasets to train models that can verify and identifying an individual from a set of images [199]. Many of these employ supervised learning and precise image property labels. However, it has been continuously reported that datasets can be biased. For example due to backgrounds and hair style [134]. A recent study in 2019 shows that most existing large-scaled face databases are biased towards lighter-skin faces compared to darker faces and thus lack diversity [174]. It has also been reported that datasets predominately contain weak label accuracy [267]. Public facial datasets are strongly biased towards Caucasian faces and other races despite the sheer amount of available data [131].

In the 1990s, Carter and Nixon [39] realised the need for large, well-documented, high-quality databases of humans, particularly for research purposes. However, Wang et al. [256] stated that due to the impracticality of collecting evenly distributed, wide racial/ethnic diversity of data, biased databases are more commonplace. Therefore, trained models and automatic human age estimation are unable to handle race/ethnicity and gender without bias and thus cause the performance to decline.

The influence of race and gender seems to be the most common as both of these attributes play an important role in age estimation. The Wang et al. [256] study offers a solution to minimise the influence of these factors in automated facial age estimation. It should be considered that models trained with unbalanced datasets will produce biased results thus leading to compromised accuracy and raising ethical concerns about fairness of automatic systems. This topic of study has emerged critically in the recent ML and AI literature.

Per Birhane [25], for any individual, community or situation, algorithmic classifications can be either advantageous or detrimental. It has been discussed that the use of facial age estimation can aid digital forensic investigations and be used in several other venues. But there is little to no research on the disadvantages of the use of such technology. Similar to facial recognition, age estimation may have an influence on systems that use facial age estimation to produce a social output and as suggested by Birhane, these AI systems may have an impact on vulnerable communities. For instance, it would be harmful that a model would fail to categorise appropriately, the age of an undocumented child asylum seeker belonging to a non-white ethnic background due to racial data bias.

Controversy has surrounded the use of AI for facial recognition especially as many of these systems have been shown to be biased in terms of race/ethnicity and/or gender.
For instance, facial recognition systems (embedded in most smartphones) perform better for those who are white and male [35].

With the use of facial recognition systems there are “fears of an Orwellian invasion of privacy” [32]. Implying surveillance issues, privacy concerns and lack of consent. This can be seen as a negative impact of the use of such technology, being declared in the UK as a technology that violates human rights, data protection and equality laws by the Court of Appeal [13] and deemed unlawful in several other states.

Facial age estimation has also shown bias towards ethnicity as discussed in Section 3.2.11.5 and the unfair practices that have been previously accomplished such as detaching a whole ethnicity to eliminate bias. The current main disadvantage of using age estimation is the accuracy for underage subjects regardless of race/ethnicity and gender.

### 3.5 Summary of Literature Review

There are hundreds of studies of facial age estimation but only the high performing approaches that report MAE as the model metric are presented. This way it is straightforward to perform comparisons. Only offline age estimation models were presented due to online models being termed as “black boxes”. Hence, not being possible to appreciate why certain online model had a better performance than another one. Facial datasets relevant to age estimation were compiled. Each dataset was downloaded and certain demographics were obtained. The best performing facial age estimation approaches per year and the facial datasets for age estimation are summarised in Tables 3.2 and 3.3.
Table 3.2: Best Performing Offline Approach per Year. Algorithm Types are Regression, Classification and Hybrid.

<table>
<thead>
<tr>
<th>year</th>
<th>alg.</th>
<th>dataset</th>
<th>MAE</th>
<th>source</th>
</tr>
</thead>
<tbody>
<tr>
<td>2002</td>
<td>R</td>
<td>Private</td>
<td>4.3</td>
<td>Lanitis et al. [147]</td>
</tr>
<tr>
<td>2004</td>
<td>R</td>
<td>Private</td>
<td>3.82</td>
<td>Lanitis et al. [148]</td>
</tr>
<tr>
<td>2005</td>
<td>R</td>
<td>FG-NET</td>
<td>5.81</td>
<td>Zhou et al. [272]</td>
</tr>
<tr>
<td>2006</td>
<td>R</td>
<td>FG-NET</td>
<td>6.77</td>
<td>Geng et al. [88]</td>
</tr>
<tr>
<td>2007</td>
<td>R</td>
<td>FG-NET</td>
<td>5.33</td>
<td>Yan et al. [264]</td>
</tr>
<tr>
<td>2008</td>
<td>R</td>
<td>YGA</td>
<td>4.38</td>
<td>Yan et al. [265]</td>
</tr>
<tr>
<td>2009</td>
<td>C</td>
<td>FG-NET</td>
<td>2.58</td>
<td>Guo et al. [98]</td>
</tr>
<tr>
<td>2011</td>
<td>H</td>
<td>FG-NET</td>
<td>4.1</td>
<td>Luu et al. [165]</td>
</tr>
<tr>
<td>2012</td>
<td>H</td>
<td>FG-NET</td>
<td>5.9</td>
<td>Wu et al. [262]</td>
</tr>
<tr>
<td>2013</td>
<td>R</td>
<td>MORPH</td>
<td>4.0</td>
<td>Guo and Mu [100]</td>
</tr>
<tr>
<td>2014</td>
<td>C</td>
<td>FG-NET</td>
<td>4.5</td>
<td>Han and Jain [103]</td>
</tr>
<tr>
<td>2015</td>
<td>C</td>
<td>FG-NET</td>
<td>1.3</td>
<td>Li et al. [154]</td>
</tr>
<tr>
<td>2016</td>
<td>C</td>
<td>MORPH</td>
<td>2.78</td>
<td>Hu et al. [112]</td>
</tr>
<tr>
<td>2017</td>
<td>C</td>
<td>MORPH</td>
<td>2.56</td>
<td>Rodriguez et al. [216]</td>
</tr>
</tbody>
</table>

Table 3.3: Summary of Facial Datasets for Age Estimation. The Face type is categorised as frontal, left and right profile, left and right pose, and labelled from wild (LFW). The Distribution column has the references to the distributions pertaining to each dataset. *YFCC100M has 100M images but only around 1M are single face. Age has been predicted for datasets that are in **bold**.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Size Cat.</th>
<th>Size</th>
<th>Age Range</th>
<th>Face Type</th>
<th>Image Quality/Size avg.</th>
<th>Distr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>FG-NET</td>
<td>small</td>
<td>1002</td>
<td>0-69</td>
<td>Frontal</td>
<td>405 x 497</td>
<td>Fig. 3.2</td>
</tr>
<tr>
<td>MEDS I/II</td>
<td>small</td>
<td>1309</td>
<td>17-69</td>
<td>Frontal/ (Left/ Right)/ (profile/ angle)</td>
<td>498 x 605</td>
<td>Fig. 3.3</td>
</tr>
<tr>
<td>FERET</td>
<td>small</td>
<td>14K</td>
<td>10-60+</td>
<td>Frontal</td>
<td>24-bit color</td>
<td>Fig. 3.4</td>
</tr>
<tr>
<td>Adience</td>
<td>medium</td>
<td>19K</td>
<td>0-60+</td>
<td>LFW</td>
<td>Smartphone</td>
<td>Fig. 3.5</td>
</tr>
<tr>
<td>UTKFace</td>
<td>medium</td>
<td>20K</td>
<td>0-116</td>
<td>Aligned/ Crop</td>
<td>200 x 200</td>
<td>Fig. 3.6a</td>
</tr>
<tr>
<td>Selfie-FV</td>
<td>large</td>
<td>21K</td>
<td>10-38</td>
<td>Selfies</td>
<td>Face Vectors</td>
<td>Fig. 3.7</td>
</tr>
<tr>
<td>Morph</td>
<td>large</td>
<td>78K</td>
<td>15-77</td>
<td>Frontal</td>
<td>Tab. 3.1</td>
<td>Fig. 3.8a</td>
</tr>
<tr>
<td>IMDB-WIKI</td>
<td>large</td>
<td>500K</td>
<td>0-100+</td>
<td>LFW</td>
<td>500 x 500</td>
<td>Fig. 3.9</td>
</tr>
<tr>
<td>*YFCC100M</td>
<td>large</td>
<td>1M</td>
<td>0-60+</td>
<td>LFW</td>
<td>256 x 256</td>
<td>Fig. 3.10</td>
</tr>
</tbody>
</table>
The methodology to address the research question “how can age estimation be improved for digital forensic investigations?”, is described in this section. This question leads to the development of several software components to assist the data curation, model implementation and evaluation. Hence a building methodology was applied. To be considered research, the construction of the artifacts must be new or include new features that have not been built before. The dataset generator is a novel approach that creates balanced datasets out of the input of several existent facial datasets. The VisAGe dataset is presented as the largest curated underage age/gender labelled facial dataset. It is the outcome of an automated voting software process where the age and gender labels are assigned by consensus among human annotators. This dataset was evaluated and a new facial pre-processing technique was developed. In recent years, AI based approaches for automated age estimation have been created, and many public cloud service providers offer this service on their platforms. The accuracy of these algorithms have been improving over time. These existing approaches perform satisfactorily for adult subjects, but perform wholly inadequately for underage subjects. An experimental methodology was used to evaluate new solutions for the underage age estimation problem. Several models were developed and in the making, a facial pre-processing technique based on an artistic facial proportion approach was conceived. Finally, two different approaches were employed to tackle the underage age estimation problem: classification and regression. Both models were experimental methodologies are linked to the same research question previously mentioned and require performance measurements.

From the beginning of this research, there was an interest to include ML and DL as tools and techniques to gather and process evidence in a timely manner. Inspired by the evergrowing backlog that has increased throughout the years and also, the desire to assist the most vulnerable groups, improving the accuracy of age estimation was a major challenge; due to the nature of courtroom practice, and the necessity of ex-
pert testimony, it is neither intended nor anticipated that these AI techniques will fully replace trained investigators. Rather, this type of investigative aid has the potential to greatly expedite digital forensic analysts in their work, and potentially lower the psychological load of dealing with CSEM material on an ongoing basis.

The first step to improve age estimation was to survey the existing tools/techniques and establish a baseline analysis of performance evaluation. The establishment is discussed in Section 4.1. An overview of the performance of several offline age estimation models are presented. Cloud-based age estimation services are compiled and exhibited, and the alternatives to access cloud-based resources are shown. This section further leads to the detection of low performance in certain age ranges, specifically for the underage age group. A need for balanced datasets with low performing age range was noticed and therefore, an initial prototype to gather balance images from several datasets such as the ones discussed in Section 3.3 was designed. To address performance issues, an early approach was developed and the implementation of ensemble learning was achieved. Through the timeline of this dissertation, the early approach was improved with several methods which are discussed in this section.

Finally, the assessment of the influencing factors of age estimation is discussed in Section 3.2.11.

### 4.1 Establishing a Baseline for Facial Age Estimation Accuracy

The initial step to take into account is the state-of-the-art facial age estimation models; due to the increasing applicability of DL in several fields, the advancements are also gaining progression on DF. It is paramount to monitor the evaluation model metrics (refer to Section 2.4.4) present in each research and the kind of dataset that has been used. Some researches may present remarkable performance but the model may not be able to generalise well due to the dataset being too small and biased. Other models are engendered from facial age images grouped by several ages. Usually tackled by a classification problem, the performance may be irrelevant for cases where the exact age is required. Moreover, the determination of the exact age while being affected by several external factors is demanding.

An introduction to facial recognition and facial age estimation has been covered in Chapter 3. A facial recognition task is related to an age estimation task due to the similarities used in the data although the former requires only faces and the latter is challenged by the scarcity of labels of age per face. Usually both tasks demand face
detection (discussed in Section 3.1.3.2 and Section 3.1.3.1) so that the process can be completed faster; if a face is not detected, recognition is halted. The same would happen with facial age estimation.

There are two possible models for facial age estimation: offline and online which are discussed in Section 4.1.1 and 4.1.2 respectively. Following, open source models and cloud predictions services should be selected. To test how the model’s performance improves over time a logging mechanism should be implemented or adapted. Due to the proliferation of big data and DL, a manual procedure is unfeasible. Instead, high-level programming languages may assist in the evaluation. Python supports several logging mechanisms from local libraries to cloud solutions such as neptune, tensorboard, etc. A distributed version-control system for tracking changes is necessary for these type of projects and a relevant relational or non-relational database is encouraged to store the metadata of the images from the several facial age datasets.

### 4.1.1 Offline Models as a Baseline

An initial point used for comparisons has been established with the revised literature, refer to Table 3.2 and Figure 4.1 for a summary of how the performance has evolved over the years in terms of MAE. The table contains the minimum MAE recorded per year of a group of studies performed over the same period. The trend throughout the years is decreasing at a steady rate and is predicted to be decreasing over time. Nevertheless, no matter how good the model is, the current exactness of age labelling would have an expected minimal error in the worst case of ±12 months. And due to age estimation challenges discussed previously, methods that achieve accuracy close to 100% are likely to be models that have memorised the inputs, have certain bias or the age classification problem has become too easy to solve, meaning that the generalisation to other datasets would not produce such great results, resulting in a poor quality model. Also in the aforementioned figure, it can be observed that there is a MAE fluctuation between 1.3 and 6.77. This range should be considered when evaluating newly developed models, or evaluating existing models with different datasets.

### 4.1.2 Online Services as Resources

Cloud-based facial age estimation is possible due to several companies allocating resources in face detection, recognition and age estimation. In particular the named “Tech Giants”: Microsoft, Amazon, IBM, Huawei, etc. In Section 3.1.3.2, online face detection was discussed and some of these same companies also provide attribute de-
tection which includes facial age estimation features but not all of them; i.e., Google does not provide currently age estimation services but did introduce an AI tool (freely available for non-governmental organisations and industry partners) to assist organisations in detecting and reporting CSEM online [8].

In Table 4.1, the most prominent cloud services that provide facial age estimation are listed. It can be seen depicted that there are several benefits from applying to a free tier plan. However, the number of images per month should be allocated conveniently to age estimation evaluation projects. For instance, several accounts to reach 5,000 images per month for the IBM Watson visual recognition API may be required. An alternative of the free tier would be the application for grants such as Microsoft Azure, Amazon Web Services (AWS) Research Credits, Google Cloud Platform (GCP) research credits program, etc.

1 https://aws.amazon.com/rekognition
2 https://azure.microsoft.com/services/cognitive-services/face/
3 https://www.ibm.com/watson
4 https://www.kairos.com
5 https://www.faceplusplus.com
6 https://www.how-old.net
7 https://intl.huaweicloud.com
8 https://www.betafaceapi.com
<table>
<thead>
<tr>
<th>Company</th>
<th>Service</th>
<th>Free Tier</th>
<th>limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amazon</td>
<td>Amazon Rekognition(^1)</td>
<td>5,000</td>
<td>1k metadata/month</td>
</tr>
<tr>
<td>Microsoft</td>
<td>Azure Face API(^2)</td>
<td>30,000</td>
<td>$200 credit</td>
</tr>
<tr>
<td>IBM</td>
<td>Watson V. Recognition(^3)</td>
<td>1,000</td>
<td>Deprecated</td>
</tr>
<tr>
<td>Kairos</td>
<td>Kairos(^4)</td>
<td>n/a</td>
<td>Free 14 day tier</td>
</tr>
<tr>
<td>MEGVII</td>
<td>Face++(^5)</td>
<td>$\infty$</td>
<td>1 query/sec</td>
</tr>
<tr>
<td>Microsoft</td>
<td>How-old.net(^6)</td>
<td>$\infty$</td>
<td>Image &lt; 10 MB</td>
</tr>
<tr>
<td>Huawei</td>
<td>Customer A. Analysis(^7)</td>
<td>n/a</td>
<td>2k API calls are free</td>
</tr>
<tr>
<td>Betaface</td>
<td>BetafaceAPI(^8)</td>
<td>15,000</td>
<td>500 API calls/day</td>
</tr>
</tbody>
</table>

Table 4.1: Cloud-Based Facial Age Estimation Services

### 4.1.3 Grant and Resource Access Timeline for Cloud-Based Instances

It is highly recommended to apply for several grant schemes that enable the use of facial age estimation due to the vast number of images required to be processed that at least 5,000 images per class should be gathered). Not all funds may be admitted but it is worth applying in a timely manner. As per Figure 4.2, the applications were granted in mid December 2017 until early April 2020, where access to the University College Dublin (UCD) Sonic Server was conceded. Access to the Sonic server is exclusive to UCD students and staff, and provides a cluster with limited restrictions. The server is equipped with 2 Nvidia Tesla V100’s each and is convenient for processing high load of information.

![Figure 4.2: Cloud-Base Funding Timeline and Access to Resources.](image-url)
4.1.4 Datasets with Age Labels for Benchmarking

Facial age datasets include IMDB-WIKI, FG-NET, MEDS, among others (for further reference, refer to Section 3.3). Combining and curating each of the aforementioned datasets together for age ranges 0-19 results in the total count of subjects per gender as depicted in Figure 4.3. It can be observed that per age the number of images are lacking in reference to the 5,000 images discussed previously. At the very most, 3,427 female images vs 2,516 male images for 19 year-old subjects are obtained.
Figure 4.3: Curated images as a result of the combination of several facial age labelled datasets per age per gender.
4.2 Dataset Generation - Standalone

4.2.1 Overview of the Software Solution for Performance Evaluation

Evaluating the performance of several age estimation services requires a non-manual approach. There are several models that need the performance to be logged. An excel sheet would not suffice, the offline models require the integration with tools such as keras, caffe, tensorflow, etc. Online models require the consumption of an online service that would normally yield a JSON document as a response. This data requires to be stored in either relational or non-relational datasets. But there is an issue with datasets: they are either incomplete, biased, unbalanced or lack quality. To address this issue, the design of a dataset generator system was proposed. To evaluate the state-of-the-art cloud-based biometric services, a significantly robust set of labelled digital images was required. A non-biased collection of images needs to be generated by selecting random unique photos from the different datasets mentioned in Section 3.3. The query criteria applied to obtain the mentioned random images are: minimum age, maximum age, and number of images. The quality of the images is measured by subjective selection. The single user chooses the images that are deemed appropriate (frontal relevant images without noise. Refer to Figure 5.2). The user can also select the creation of a dataset of certain gender. But must consider that due to data bias, there could be lack of images for certain gender in certain age groups.

The software requires scalability to fulfil future adaptations to more datasets and services. Therefore, an model-view-controller (MVC)-architecture was proposed to enable code re-utilisation and parallel development.

4.2.2 Design Patterns

Multiple design patterns and inheritance are able to make scalability permissible. Inheritance enables the seamless addition of new services for future evaluations. Restrictions of instantiation are handled by the singleton software design pattern being useful when only one object is demanded to execute actions across the system. In this case, only one instance of a random set of images is necessary after the age criteria is applied. Refer to Figure 4.4a for the singleton unified modeling language (UML) class diagram. The decorator pattern allows adding additional features to an object without affecting the internal behaviour (Refer to Figure 4.4c). This is useful usually to implement additional functionalities related to the graphical user interface (GUI). The broker pattern
may be used to structure distributed software systems with decoupled components that interact by remote service invocations. This design pattern can be seen depicted in Figure 4.4b. There is room for a plethora of design patterns; the ones mentioned are only a few out of a wide pool of decorator patterns available for software architecture.

Figure 4.4: Design Pattern UML Class Diagrams
4.2.3 Image Database Design

A non-relational database is employed for simplicity of design and the image database contains all the dataset metadata stored there. The data structure per dataset varies but is quite similar in a sense that all the datasets contain a unique id set automatically by the database, each dataset manages the images with their own id with values such as \textit{id}, \textit{id\_subject}, \textit{subject\_id}, \textit{celeb\_id} and \textit{full\_path}. The Wiki dataset uses the full path as an id. Another set of common attributes are age and gender. The only different dataset metadata for managing age is FERET, because it uses a year of birth (YOB) field but the age can be calculated with YOB and the \textit{CaptureDate} attribute. Another important attribute is the image path: \textit{URL}, \textit{id}, \textit{img\_dname} and \textit{img\_name}, \textit{full\_path} are labels that are related to the image path. It is also observed that the \textit{id} has been used in several occasions for the file path. Finally, a delete collection has a relationship with the dataset metadata, whenever an image from a dataset was discarded, it is recorded in the delete collection. All these descriptions can be seen depicted in Figure 4.5.

![Figure 4.5: Database Design](image)

4.2.4 Proposed Architecture

The proposed design of the system architecture can be seen depicted in Figure 4.6. The system was composed of multiple file sources such as the ones discussed in Section 3.3 (FG-NET, FERET, IMDB-WIKI, MEDS, YFCC100M, etc.). Each file source corresponded
to an image dataset. The metadata was extracted from each image and stored in their corresponding collection. Scripts and Spreadsheets were used to inter-operate with non-relational repositories. Once a randomly selected dataset of images that is equally distributed by age and gender is engendered, both offline and cloud-based biometric services were automatically evaluated and the results stored in a common repository for further analysis. The final outcome was a graph in the form of a linear plot, box plot, bar plot, etc. It can be seen in the figure that the curation would be collection-based interacting with all the other components such as scripts, collections and data files.

Figure 4.6: Dataset Generator System Architecture
4.2.5 Evaluation Performance Methodology

The type of evaluation used in the research was an empirical evaluation based on observation. The purpose of the evaluation is to find the least MAE within the different cloud-based biometric services and pre-trained models. The results of the evaluation would be helpful in selecting which one is most effective, or indicate what combination of different services might aid in creating a data fusion/ensemble approach. Our research exploited the pre-trained Caffe model produced by DEX to predict the age and gender of digital images. With this tool and other state-of-the-art online age predictors, comparative analyses were performed to evaluate the accuracy of several prediction platforms.

Each of the cloud-based biometric services mentioned for age estimation were evaluated by generating a random equally distributed dataset in order to avoid unbalanced analysis. An equal distribution requires the same number of images per class. This had a limiting effect on the total size of the dataset, as there was a lack of images for certain ages and as per Figure 4.3.

The goal number of images requested by the dataset generator may change due to a final quality assurance made by the user. There could be images missing in certain age ranges so the whole age classes would be modified in order to keep the dataset balanced; i.e., if a binary class consists of 50 and 45 images, to normalise the balance it would be easier and less time consuming to remove 5 images than to seek for 5 additional images. Nevertheless, when images are collected for academic purposes, they should preferably contain CC licenses with accurate age and gender labels.

Each image was evaluated by the offline and online age estimation services, and the results were recorded. Several influencing factors such as the error rates exhibited per entire age range, gender and age range groups, i.e. 0-9, 10-19, 20-29, etc. were scrutinised. The goal was to find whether certain systems perform better in different age ranges, or whether one system could be said to be the most accurate over the entire dataset.

4.2.6 Service Database Design

The data structure per service varies but is quite similar in a sense that all the services contain a unique id set automatically by the MongoDB management system, each service has its own JSON response and is stored in the collections. All the services are independent from each other but have a 1-to-many relationship with each dataset. The datasets used and the determination of the ages are described in Section 3.3. The ser-
vice database design can be seen depicted in Figure 4.7.

![Figure 4.7: Service Database Design](image)

Each service has a `subject_id` field which corresponds to the related record from a facial image dataset collection. It can be seen that each service has its own structure but they all have the age field which is of our interest.

### 4.3 Dataset Generation - Online

Specific trait labels such as age and gender are much less available in benchmark datasets, and they suffer from a lack of images in certain age ranges. The standalone dataset generator approach in Section 4.2 is able to curate images for a single user only. This not only being inefficient but time-consuming. In this section of our research we present VisAGe, a large-scale underage facial image dataset that merges human and machine annotations. Accurate age and gender recordings were the outcome of a voting procedure with several validations. The workflow of the data collection and curation is presented including the protocols used to assure reliability of the labelled data. The images collected can be used to train a more accurate age and gender estimation model for underage subjects, evaluate existing models and improve facial recognition.
4.3.1 Ethical Considerations

4.3.1.1 Access to Data

Online registration for access to the dataset is required due to the conditions of the ethical approval discussed in Section 1.2. The dataset is only available to established researchers in DF, cybersecurity, biometrics, forensic medicine, and related fields. The dataset and associated metadata is released under an attribution, non-redistribution license. The licence of the source photos remains unchanged from the original licence by the respective owners. Individual photo licences may/may not permit modification or derivative works, this is specified in the associated VisAGe metadata.

The access to the dataset requires registration that is available in the following link: https://www.forensicsandsecurity.com/visage

The VisAGe Dataset access request form is maintained by the data controller; the personal information requested is the institutional email, names, proof of existing experience/interest in biometrics, forensics, cybersecurity or related fields, and an explanation of the use of the dataset. A release agreement is provided and the requester must read and agree to the aforementioned agreement. The data controller will verify that the requesting person belongs to a respected research institution or research company. If the applicant is successful, a temporary link (single access; short 7 day expiration) to a data-source will be provided. While all photos contained within the dataset are licensed under public domain or CC licenses, and permit redistribution, individual photos may have restrictions regarding their modification or creation of derivative works. The license for each image (as taken from the source of the image) is included in the associated metadata. It is important to give attribution to the author when required, and to observe all conditions of the dataset license.

4.3.1.2 Creative Commons and GDPR

CC is a non-profit company that provides special licenses free of charge for the society that are alternatives for full copyright. The licenses enable the free distribution of material that would have been commonly subject to copyright. Flickr utilises 7 different types of licenses. For our research we collect images subject to 6 out of 7 licenses enumerated in the Table 4.2. It can be observed in this table that a copyright license can be used for research and scholarship for fair use. Nevertheless, copyrighted images are not used and the automatic generation of a file with attributions is created whenever necessary when using an attribution license.
The Flickr users are liable for the images uploaded that have been obtained fairly and in accordance with the individual’s rights, both key elements of GDPR compliance. In our research, our goal is to improve age estimation predictions. The data minimisation principle for our project is limited to the goal of reaching a MAE better than the current state-of-the-art techniques for the underage age group. For every image collected, we have the explicit consent of collection due to the CC licenses that has been configured by the owner of the photograph. Therefore, under article 6(a) which refers to “the data subject has given consent to the processing of his or her personal data for one or more specific purposes”, our processing qualifies as lawful. Nevertheless, some safeguards have been implemented in accordance to the Human Research Ethics Committee of Sciences UCD. The storage device has been secured by encrypted disks, and personal information has been removed. Lastly, we have considered a protocol that will ensure the appropriate safeguards for data. This protocol includes the usage of a release agreement that has to been accorded with researchers that require our collected images.

### 4.3.1.3 Anonymity & Disclosure

Previous to the entire data collection, a research ethical submission was issued. We have been granted the research ethical submission (LS-17-74-Anda-Scanlon) to use CC licenses to gather images of people from all age ranges. The respective approval document is attached on Appendix A.1.

Following the successful research ethical submission, the appropriate safeguards were applied to ensure the correct procedures for data protection. The station that collects the photos is secured by the principal investigator (PI) and only accessible within UCD through a secure shell (SSH) tunnel. The HDD is encrypted and any personal identifiable data such as geographical location was removed. To ensure the conditions for consent in the GDPR article 7.1 “Where processing is based on consent, the controller shall be able to demonstrate that the data subject has consented to processing of his or her personal data”, a portable document format (PDF) is recorded with a copy of the
4.3.2 VisAGe Design/Methodology

The VisAGe dataset collection system is presented in this section. For dataset collection, it is necessary to gather photographs of potential subjects, and subsequently use human judges to verify the age of these subjects. For this reason, it is necessary to ensure that it is possible to ascertain the correct age of each subject, rather than relying merely on human opinion. Consequently, the initial potential subjects are gathered by means of searching for images from birthday parties. Where the person whose party it is can be identified, this provides an accurate age. This also has the additional benefit of including subjects on (or close to) the beginning of each year of age, rather than at other points during each year.

The first step in the process is to identify and gather candidate images for inclusion in the dataset. Flickr is suggested as the source of images due to a number of factors. Firstly, it constitutes a huge repository of photographs with explicit license terms. In March 2019, Hidalgo reported that it hosted over 500 million public works licensed under a CC license [107]. Additionally, Flickr offers an API\(^{10}\) that allows users to programmatically search for and download images and their metadata.

After searching for candidate photographs using the Flickr API, both the photo metadata and the images themselves were downloaded. In order to reduce the amount of human annotation required, an initial automated pass was conducted to attempt to identify the gender and other identifiable features of each subject, and filter images that do not contain a face or contain multiple faces.

Following this, an online judgement system was developed through which human judges voted on each image as to whether it was appropriate for inclusion in the dataset or not. This would become the methodology to validate the created dataset. After receiving three votes per image, those with three positive votes were included. For images with two positive and one negative vote, a second judgement process was undertaken to decide whether they are to be included. Images with two or more negative votes are immediately excluded from the dataset. Figure 4.8 presents the architecture of the system to facilitate this process. The structure of this system is divided in three main components, namely background scripts, data and web applications.

\(^{9}\)https://wkhtmltopdf.org/
\(^{10}\)https://www.flickr.com/services/api/
4.3.2.1 Photo Acquisition

The Metadata Collector and Image Downloader scripts interact with the Flickr API in order to gather the metadata and images of candidate photographs, based on a search. The Metadata Collector connects to the Flickr API by sending valid credentials, a web method and the relevant arguments that allow a search query to retrieve data from an image. The search query can be crafted with the use of ordinals and the word *birthday*. For instance, a search query would send a “1st birthday” string to the Flickr search method and the outcome would be the image metadata of one-year-old subjects including a Uniform Resource Locator (URL) to the location of the original photograph. The image metadata may be stored in the database. This metadata represents data about the image provided either by the user or by Flickr itself, including user-supplied comments and tags about the photo and any album containing it, technical details of camera, resolution, date etc.

The image URL is then sent to the Image Downloader, which downloads the image, computes its MD5 hash and verifies this against the hash stored in the database. It also uses the MD5 hash to prevent duplicate downloads. Although Flickr offers several image sizes such as thumbnail, small, medium and large, the image quality that is
collected is the size of the original photo as originally uploaded.

4.3.2.2 Categorisation

Following the acquisition of the images and as part as the curation step, automated methods were used to filter and provide an initial categorisation. This was done via the facial feature detectors (as explained in Section 3.1.3), which employs Dlib and Microsoft Azure Face API [175] to obtain several facial features from the collected images. Azure provides the most complete annotations including facial attributes, landmarks, gender, age, etc. This is discussed in Section 4.6.1. Both face and gender detectors allow the classification of the images: the former discards multiple-face images and images not containing human subjects to retain only single-faced images and the latter segregates the photographs in either male or female folders. The gender classification is verified by the human judges at the next stage of the process, where they have the opportunity to correct them if necessary.

4.3.2.3 Image Selection Criteria

The criteria to establish compliance considers several weights per variable and resembles the following formula 4.1.

\[
(((\text{age} \_\text{img} \times 0.6 + 0.2 \times (\text{age} \_\text{title} \mid \text{age} \_\text{tags}) + \\
\text{subject} \_\text{bd} \times 0.2) \times q) \times \text{no} \_\text{skin} \_\text{exp}) \times \text{face} \_\text{single})
\]

Each variable and weights of formula 4.1 are explained in detail in Table 4.3. Both quality and no_ski exposure are manually measured with a collective subjective methodology, and will be subject to automation in future work.

4.3.2.4 Voter Background

The voters are males and females mainly from UCD and Mitre. The group is multicultural with backgrounds originating in Europe, Asia, North and South America. Diversity is key in the data labelling process.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Weight</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>age_img</td>
<td>0.6</td>
<td>In the image it is certain that the age is the true value.</td>
</tr>
<tr>
<td>age_title</td>
<td>0.2</td>
<td>The text mentions the age of the subject (implicitly or explicitly). E.g., Ted is 5 or Greg’s first birthday.</td>
</tr>
<tr>
<td>age_tags</td>
<td>0.2</td>
<td>The text in one or more tags contains information about the birthday celebration subject, i.e., sweet sixteen.</td>
</tr>
<tr>
<td>subject_bday</td>
<td>0.2</td>
<td>It is certain that the image is the birthday boy/girl.</td>
</tr>
<tr>
<td>quality</td>
<td>1</td>
<td>The image is not blurry, and the quality is decent.</td>
</tr>
<tr>
<td>no_skin_exp</td>
<td>1</td>
<td>There is no considerable amount of skin exposure. Topless images are rejected.</td>
</tr>
<tr>
<td>single_face</td>
<td>1</td>
<td>Only single faces are allowed. An additional face is considered when at the very least, an eye, a nose and a mouth is visible.</td>
</tr>
</tbody>
</table>

Table 4.3: Variables with the Corresponding Weights and Descriptions for Image Selection.

### 4.3.2.5 Voting Procedure

A binary vote only allows a single answer from two possibilities. For instance, positive/negative. For a vote to be positive, a simple majority must be obtained (half the total number of votes, plus one). When the votes have been completed, if there is a disagreement but there are 2 positive votes, the image is analysed for a second time by an inspector.

As per Figure 4.9, there are three actors: voter, inspector and Q/A agent. The voting procedure is prone to human error or subject to disagreement; therefore, the voter has either made a mistake or the vote was qualified as disagreed. The inspector is the actor that reviews the disagreed images and then resolves the votes to either positive or negative. All the actors are able to delete images that are considered inappropriate for the dataset.

### 4.3.2.6 Database Design

Since the majority of request responses are returned in a JSON format, it is convenient to store the information in a non-relational database. The database design can be seen depicted in Figure 4.10. The only independent entity would be the “release” collection.
which stores information about the curated dataset. The MD5 field aids the download to make sure it has not been corrupted. The data set is an aggregate that contains all the positive voted files. Several aggregates can also be seen; the campaign collection contains two aggregates: positive and disagreed votes. The image.created entity contains azure.service aggregate, campaign.transition has a set of users and finally, the entity voting comprises of several collections that have the campaign aggregate in each one of them.

4.4 Dlib Contour Artistic Approach for Facial Image Pre-processing

4.4.1 Introduction

The dlib Contour Artistic (DCA) approach is a facial pre-processing technique that implements facial detection with extra hairline landmark points and crops frontal faces eliminating background noise and unnecessary features. The face detector is similar to the conventional facial detectors discussed in Section 3.1.3. Nevertheless, the hairline
is predicted with a facial proportion artistic approach inspired in the works of Andrew Loomis. A build research methodology was applied and the final product was represented by an artefact that is the algorithm for facial age pre-processing.

### 4.4.2 Facial Image Pre-processing

Pre-processing refers to the application of transformations on an image to lessen features and increase the training performance. Both alignment and cropping are pre-
processing techniques widely used for face recognition. An important step for an image classification task is to filter unnecessary features that would affect the learning process of a ML algorithm. Facial landmark detection can assist the filtering by being able to select the face contour that will be cropped. Initially, the Face++ facial landmark detection approach was selected and 1000 landmarks were recognised. The face landmarks can be seen illustrated in Figure 4.11. There were concerns with sending facial images to private cloud servers outside the European Union so an offline approach was favoured. Nevertheless, dlib does not support the detection of the hairline which is an important aspect to detect faces due to the presence of wrinkles and other features that a model learns when being trained for age estimation.

Once the landmarks were collected, the left and right eye centre values were processed to further compute the angle between the eye centroids. Next, the median point between the two eyes in the input image was computed and subsequently rotated. Finally an affine transformation was applied to the image with warping using the specified matrix, as per Equation 4.2:

$$dst(X, Y) = src(M_{11}x + M_{12}y + M_{13}, M_{21}x + M_{22}y + M_{23})$$  \hspace{1cm} (4.2)

Another approach would be to solve the procrustes problem [94] by subtracting centroids, scaling by the standard deviation, and then using the singular value decomposition to calculate the rotation. Once the face was aligned, the new facial landmark positions were detected and a mask for the 273 contour points provided by Face++ was created. The mask is overlaid and the face is cropped. An example of a dlib cropped face vs a Face++ cropped face can be seen in Figure 4.11. The dlib landmark tool extracts 27 relevant contour points from the 68 points in total against 273/1,000 from Face++.

The major drawback of using the Face++ API is that the images must be sent to a remote cloud service and the accessibility is limited to this cloud environment. In dealing with CSEM investigations, LEAs cannot transmit this sensitive information to a third party service. To overcome this issue, a customised facial cropping technique was implemented using dlib as a base and extending it to predict the hairline with a facial proportion artistic approach by Loomis [163].

### 4.4.3 DCA Facial Proportion Artistic Approach

The Face++ and dlib pre-processing techniques were analysed to decide which approach was most ideal to be used for the validation of the model. Exploration of the
Face++ 1,000 landmark points detection tool has 273 contour points (refer to the image on the right of Figure 4.11). Due to the problem with remote cloud services stated in Section 4.4.2 likely being insurmountable for CSEM investigation, the dlib tool was selected. The novel pre-processing technique, DCA, was implemented instead based on dlib and the Andrew Loomis face proportion technique. Dlib returns 68 landmark points from which 27 correspond to the face contour. On the left of Figure 4.11, the dlib jawline contour highlighted in green from point number 1 to 27 can be seen. Portions of the head, such as the forehead or wrinkles, are important features that impact the age estimation of a subject; these features are not supported with the 68 landmark detector. The DCA approach addresses this limitation, as can be seen on the right of Figure 4.11). It uses facial proportionality to reconstruct the face and obtain landmarks that are close to the hairline.

Figure 4.12 depicts the proportionality between the nose, eyes and hairline contour. To predict the hairline landmarks, the following steps that emulate the face drawing methodology was carried out as follows:

1. The dlib landmark detector is employed to obtain the coordinates $x, y$ of the lowest point of the nose which corresponds to the point $N = (x_{34}, y_{34})$.

2. The average distance between the point $N = (x_{34}, y_{34})$ and the intersecting points ($[p_{left}, p_{right}]$) that lie close to a perpendicular drawn from the nose point $N$ towards the contours are computed. The square side is equal to twice this value.
Figure 4.12: Dlib landmark points (3, 34, 15) superimposed over a Loomis face proportion approach sketch [84] (image reproduced with permission)

\[
d_1 = \sqrt{(p_{\text{left}_x} - p_{34_x})^2 + (p_{\text{left}_y} - p_{34_y})^2}
\]
\[
d_2 = \sqrt{(p_{\text{right}_x} - p_{34_x})^2 + (p_{\text{right}_y} - p_{34_y})^2}
\]

\[
square_{\text{side}} = \frac{d_1 + d_2}{2} \neq \sqrt{d_1 + d_2}
\]

3. Both vertexes \( v_1, v_2 \) of the square are located and employed to draw the shape within the circle as shown in Figure 4.12.

4. From the centre points \( c_x, c_y \), a regular polygon of size \( N = 20 \) (Icosagon) is drawn. Notice that the circle drawn in Figure 4.12 corresponds to the half icosagon drawn in Figure 5.5.

Once the new points are generated for the hairline, it is possible to crop the face by merging both the landmarks obtained from dlib and the aforementioned points. In Figure 4.13 the DCA process can be seen depicted. The input is a raw image and the output produces an aligned cropped image.
4.5 Underage Age Estimation Model Design

Once a dataset has been curated and ready in production, a model to solve a specific problem can be designed. One of the most critical aspects for defining a model is the number of inputs and the number of outputs. For underage age estimation, the number of inputs would usually be defined by the pixels of the image i.e., 224 x 224 pixels. And the output could be either a multi-class value or a binary class representing children and adults. The models should be trained on a balanced dataset, it is acceptable to mix gender in the dataset. But in other cases, the gender would be segregated into male and female classes. This would demand more effort in the data collection and would result in a more complex problem. It would be convenient to divide the model into an easier problem for an age and gender specific group.

The models presented are the ones developed to attempt to improve the performance of underage age estimation: DS13K, DeepUAge and Vec2UAge. It should be noticed that each model was trained on a different dataset which is discussed in each dataset curation section per model.

4.5.1 DS13K

The DS13K model was one of the initial models created in early stages of the research. It was developed based on the architecture of the DEX model. The weakness of the algorithms specifically in the borderline has also been a motivation for the creation of this approach. An ensemble technique that improves the accuracy of underage estimation in conjunction with the DL model (DS13K) has been developed. DS13K has been fine-tuned on the DEX model.
4.5.1.1 Dataset Curation

In order to perform unbiased experimentation with the four offline and cloud-based age estimation services (AWS Rekognition, Azure API, How-Old.net and DEX), it was necessary to construct a balanced dataset. Thus, an equal number of image collection was assured, for each age. The dataset generator proposed in Section 4.6 was used. From Figure 4.3, it can be seen that the relative scarcity of images of young children meant that the number of images per age for the balanced dataset was greatly reduced. The lack of images particularly for ages below 7 can be seen depicted in the aforementioned figure.

The focus of this model was to address the complexity of predicting ages in the boundary between minority and adulthood. Therefore, older ages were not considered. Thus, the dataset was limited to an age range of 0 to 25 inclusive (26 classes). The reason the upper boundary age is 25 is presented in Section 4.5.1.5. For this dataset, 492 images per age (26 classes) were collected. For younger ages, this quantity of images was not available in existing public dataset, requiring the incorporation of additional manually discovered images. This was achieved by collecting images from Flickr\textsuperscript{11}. Only photos that were available under an appropriate CC or Public Domain license, and for which accurate age and gender information were available, were considered. The latter information was taken from metadata, such as photo titles, descriptions, or tags. Other images were included from the UTKFace Dataset. IMDB and WIKI photos were avoided but still used in a low proportion. Initially a collection of 15,000 images were gathered but due to non-face recognition, the figure decreased and in order to maintain a balanced dataset, the images had to be reduced to the 492 images per class previously mentioned. Hence, the dataset was limited to a total size of 12,792. To supervise the input of the model, each age class was split into two and the average faces were calculated. A sample of average faces between 16 to 17 year-old subjects can be seen depicted in Figure 4.14. This average strategy was useful to detect occlusion and poor exposure in each bin.

4.5.1.2 Dataset Pre-Processing

Each image is a single frontal face that was cropped and aligned with \texttt{dlib} with a dimension of 224 x 224 pixels. Each image was processed by a face detector either by the \texttt{dlib} libraries by using histogram-oriented gradient (HOG) or CNN, or the face detection provided by each service discussed in Section 4.1.

\textsuperscript{11}Appropriate ethical approval was awarded for this data gathering process. Refer to Appendix A.1
Figure 4.14: DS13K Average Faces between 16 to 17 Year Old’s.

The mean image of the dataset was computed. This is a data normalization technique which means that the new mean of all the images will be zero, a pre-processing step to minimize the cost function and therefore optimize the process.

4.5.1.3 Dataset Split

The 12,792 images were divided into 80% for training and 20% for testing.

4.5.1.4 Dataset Augmentation

Flipping images horizontally was the only dataset augmentation technique used to double the amount of images.

4.5.1.5 Network Architecture

The DS13K model was fine-tuned on DEX to take advantage of the preexisting layer weights. The previously-mentioned DEX model was built on a VGG-16 architecture as the one depicted in Figure 2.7 with $K = 5$. For the development of the model, transfer learning was used.

The estimation was addressed as a classification problem (Multi-class classifier). The images were grouped into $K = 5$ different classes: 0-5, 6-10, 11-15, 16-17 and 18-25. The
ranges were adapted from the “Criminal networks involved in the trafficking and exploitation of underage victims in the European Union” 2018 report [72]. Europol stated that the classification of subjects into one of these age ranges is sufficient. Moreover, the precise age estimation is not crucial for investigators.

4.5.1.6 Hyper-Parameters

Smaller number of iterations produce better results. This might mean that by iterating over the same data many times the model ends up fitting not just the data but also the noise, i.e. over-fitting. 2,000 and 10,000 iterations were selected.

4.5.2 DeepUAge

DeepUAge is an underage facial age estimation DCNN model based on a residual neural network of 50 layers (ResNet50). The model is trained on images that were pre-processed with the DCA approach technique discussed in Section 4.4.3.

4.5.2.1 Dataset Curation

Age and gender estimation models require a large number of images with real age and gender labels. Moreover, the data must be balanced within each class and this represents a challenge. Nevertheless, it was possible to build a balanced set divided with images from two sources: the VisAGe dataset supplemented by the dataset generator discussed in Section 6.1.1.

The creation of VisAGe involved the annotating of the largest set of underage images to date. These images are CC licensed with initially indicative age gathered from Flickr. Each of these photos were processed by face and gender detection algorithms, and other associated metadata were compiled such as dimensions, title, tags, comments, dates, etc. Given the level of error rates in automated facial age estimation and gender identification, each of these images were subjected to human age and gender verification. Each photo was voted on by three human assessors and if the decisions on age and gender were unanimous, the photo was added to the dataset. The set used in this model consists of 19,446 images from the age range 1 to 18. Further detail regarding age and gender per class is depicted in Table 4.4.

It is notable that the age ranges contain an unbalanced amount of images within each age and/or gender group. The average number of male images per age is 521 versus 557 females.
<table>
<thead>
<tr>
<th>Age</th>
<th>Combined</th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4,236</td>
<td>2,292</td>
<td>1,944</td>
</tr>
<tr>
<td>2</td>
<td>2,722</td>
<td>1,485</td>
<td>1,237</td>
</tr>
<tr>
<td>3</td>
<td>2,280</td>
<td>1,071</td>
<td>1,209</td>
</tr>
<tr>
<td>4</td>
<td>2,434</td>
<td>1,110</td>
<td>1,324</td>
</tr>
<tr>
<td>5</td>
<td>1,227</td>
<td>515</td>
<td>712</td>
</tr>
<tr>
<td>6</td>
<td>984</td>
<td>462</td>
<td>522</td>
</tr>
<tr>
<td>7</td>
<td>974</td>
<td>418</td>
<td>556</td>
</tr>
<tr>
<td>8</td>
<td>686</td>
<td>315</td>
<td>371</td>
</tr>
<tr>
<td>9</td>
<td>453</td>
<td>256</td>
<td>197</td>
</tr>
<tr>
<td>10</td>
<td>401</td>
<td>217</td>
<td>184</td>
</tr>
<tr>
<td>11</td>
<td>371</td>
<td>154</td>
<td>217</td>
</tr>
<tr>
<td>12</td>
<td>211</td>
<td>103</td>
<td>108</td>
</tr>
<tr>
<td>13</td>
<td>354</td>
<td>171</td>
<td>183</td>
</tr>
<tr>
<td>14</td>
<td>217</td>
<td>142</td>
<td>75</td>
</tr>
<tr>
<td>15</td>
<td>337</td>
<td>91</td>
<td>246</td>
</tr>
<tr>
<td>16</td>
<td>589</td>
<td>184</td>
<td>405</td>
</tr>
<tr>
<td>17</td>
<td>285</td>
<td>204</td>
<td>81</td>
</tr>
<tr>
<td>18</td>
<td>660</td>
<td>193</td>
<td>467</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>19,446</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.4: VisAGe Dataset Demographics - Facial Images per Class per Gender from 1 to 18 Year-Old Subjects

To monitor the inputs and present a sample of the dataset, an average image per class was calculated. Average faces from age 1 to 18 can be seen in Figure 4.15.

Figure 4.15: VisAGe Dataset - Average Face per Age from 1 Year-Old (Top-left) to 18 Year-Old (Bottom-right) Subjects.

The face cropping technique used in this model is also applied and visible on each face. The age estimation model was trained with the majority of images from the VisAGe dataset and was prepared in a balanced fashion. Due to the size of the dataset available, 800 photos were selected from each class. When enough images were available for each
class, a balanced amount of images were selected for both male and females. In the age classed of 8 and higher, there were insufficient images to fulfil the 800 training/testing images. As a result, the remainder of the 800 images used were filled with the Anda et al. [6] facial age dataset generator with randomly obtained images from different datasets including FGNET, IMDB-WIKI, FERET, MEDS.

Although the model application is for underage images, it was necessary to consider 2 additional years over the maximum year limit (18 years old). Since the best performance of existing approaches are approximately 2-3 MAE in years, the chosen limit was 20. Furthermore, the additional age classes were also completed with the aforementioned dataset generator.

### 4.5.2.2 Dataset Pre-Processing

The input image size for width and height chosen was 224 with the depth set to 3. These values were chosen due to the hardware limitations and the decreased performance experienced with images of smaller dimensions. The DCA approach discussed in Section 4.4.3.

### 4.5.2.3 Dataset Split

A balanced dataset of 16,000 images was prepared. An 80% of the images were used for training and 20% were used for validation. The model was further tested with 1,000 additional images that were gathered from the UTKFace dataset explained in Section 3.3.3.2 and the aforementioned dataset generator. These images amounted to 50 images per class. The labelled ages from the former dataset were predicted with the DEX model and validated by the researchers [270]. The ages of the latter dataset were obtained from each source that provided them (Refer to Section 4.2).

### 4.5.2.4 Dataset Augmentation

Data augmentation techniques such as horizontal flip, left and right rotations, random zoom improvement, stochastic distortion, random colour, contrast and brightness with a specific minimum and maximum factor, and random erasing with a fixed area were used.
4.5.2.5 Network Architecture

The proposed method is pre-trained on the ImageNet Dataset. The last FC softmax layer with 1,000 outputs has been replaced by an FC-softmax activation function layer of 20 outputs that correspond to the age classes studied (1 to 20 years old) to suit our needs. Subsequently, the parameters of the convolutional layers during the training process have been frozen. The ResNet50 architecture employed for facial age estimation and the replacement in the last layer with 20 outputs can be seen in Figure 4.16. The age estimation problem was treated as a classification task and therefore, a categorical cross-entropy logarithmic loss function was used.
Figure 4.16: ResNet50 Pre-trained on ImageNet with 20 Outputs in the FC Softmax Layer. Grouping of Convolution Layers are Denoted by Colour.
4.5.2.6 Hyper-parameters

The batch size is a hyper-parameter that defines the number of training samples used in one iteration and is directly proportional to the memory space required. A batch size of 64 was chosen due to random access memory (RAM) limitations with the development server. One forward pass and one backward pass of all the training examples are referred to as epochs. A reference of 100 epochs was chosen. However, the training process was monitored and an early stopping implementation to prevent over-fitting was accomplished. The metric used for accuracy was the MAE, i.e., the average of the absolute mean error between the ground truth and the predicted value. In the experiments, the MSE and MAE are used as performance metrics but only the MAE is reported.

The optimiser chosen was SGD that includes support for momentum, learning rate decay, Nesterov momentum. SGD demonstrates excellent performance for large-scale problems [30]. The LR is a hyper-parameter that controls the number of changes affected by the model in response to the estimated error each time the model weights are updated. The selected value for the initialiser was 0.1 and the momentum was 0.9. The latter is a parameter that accelerates SGD in the relevant direction and reduces oscillations.

4.5.3 Vec2UAge

Vec2UAge is a novel regression-based model that uses facial embeddings from FaceNet as feature vectors for training, from the VisAGe and Selfie-FV datasets. The dataset and age determination is specified in Section 4.3.2 and Section 3.3.4.1 respectively. A balanced, unbiased dataset was created for testing and validation. Data augmentation techniques were evaluated to further be used to expand the training dataset. The LR is one of the most important hyper-parameters for DNN. A cyclic LR approach was used to find the optimal initial value for LR and the performance was evaluated.

4.5.3.1 Dataset Curation

The size of the dataset required is dictated by both the complexity of the problem that is trying to be solved and the quality of the images. The proposed facial age dataset is a merge between the underage group range pertaining to VisAGe and Selfie-FV. The counts per age distribution of VisAGe, Selfie-FV and a combination of both can be seen in Figure 4.17. The number of underage subjects used for this section of research...
is 7,419 that belong to the age group of 8 to 18 year old’s. The contribution of these images for the combined dataset can be seen depicted in the aforementioned figure.

![Histogram of Age Count Distribution: VisAGe, Selfie-FV and Combined](image)

Figure 4.17: Histogram of Age Count Distribution: VisAGe, Selfie-FV and Combined
4.5.3.2 Dataset Pre-Processing

The images for the selected datasets have already been curated and are predominately frontal face photographs of a single subject. Exposure, occlusion, noise and emotion are influencing factors on the accuracy of underage facial age estimation [9]. As a result, images have been discarded according to the level of these factors (with exception of emotion that has a minuscule to strong impact on the accuracy depending on the age and type of emotion as per Section 6.4) thus decreasing the problem to a smaller one.

Face detection is usually needed for age estimation; while reducing the number of pixels to be evaluated, unwanted background and noise is also addressed. Facial detection was employed prior to the facial embedding extraction. This step assured that a face was present so that the succeeding step would not fail. Once the face has been recognised, it is cropped to the detected face rectangle and resized to a size of 224 x 224 pixels.

4.5.3.3 Dataset Split

It is noticeable in Figure 4.17 that there is a decrease in the amount of images in the 6 to 8 and 11 to 13 bins. Nevertheless, an unbiased balanced testing/validation dataset was obtained with 500 images per class, leading to a non-augmented dataset of 9,000 images that can be used both for validation and testing or simply for validation.

Stratified Shuffle Split [200] was applied to divide the dataset in validation and test where the test dataset was 50% of the validation set. The shuffling technique applies stratified randomised folds – made by preserving the percentage of samples for each class.

4.5.3.4 Data Augmentation

The training set was the only one affected by data augmentation. The data augmentation techniques used are both geometric and photometric transformations; horizontal flip, rotation, random zoom, random distortion, random colour, random contrast, random brightness and random erasing were applied. The visual effects of the several data augmentation techniques can be seen depicted in Figure 4.18.
Figure 4.18: Facial Image Augmentation Techniques: Original Image Taken from FG-NET Aging Database [253]

### 4.5.3.5 Network Architecture

Having the face vectors calculated previously, the inputs rather than being pixels, are float values that can be processed with a much simpler neural network. A simple 4-layer neural network with 512, 256, 128, 1 units at each layer was constructed as shown in Figure 4.19. This network configuration was the result of the use of an optimisation framework.

For every hidden layer, a ReLU activation function was used. The input layer is not
considered a layer of neurons, but rather the entry of the facial embeddings of size 512. The first hidden layer consists of 512 neurons, followed by the next layer which consists of 256 neurons and the 3rd layer is of size 128 and will generate the final results. The last layer consists of a single output neuron as an age regressor. ReLU is one of the most commonly used activation functions in neural networks. It relies on a simple calculation that returns the input if the value is greater than 0 – otherwise it returns 0. The function can be seen in Equation 4.3.

\[ f(x) = \max(0, x) \]  

\[ (4.3) \]

### 4.5.3.6 Hyper-Parameters

The optimisation algorithms chosen were ADAM, ADAGRAD, SGD and SWA. Both fixed and dynamic LR approaches were considered. A cyclic LR approach was used to find the optimal initial value for LR. Lastly, the number of epochs selected was 100, but early stopping was implemented meaning that it will stop training once the model performance stops improving on the hold out validation dataset.
4.6 Influencing Factors on the Accuracy of Automated Underage Facial Age Estimation

An introduction to the influencing factors was previously discussed in Section 3.2.11. In this section, we describe the methodology on how the assessment of the influencing factors was accomplished with the VisAGe dataset through the employment of cloud-based services such as Microsoft Azure and AWS Amazon Rekognition. Both services were introduced previously and have facial detection capabilities, age estimation and facial attribute detection.

The VisAGe dataset was processed by Azure’s Face API and AWS Rekognition and the age estimations obtained from the two cloud services were measured against the ground-truth age in the dataset. The absolute difference between the two values has been denoted as the error difference (\(E_{rd}\)) and can be seen depicted in Equation 4.4 where \(y\) is the machine predicted age and \(x\) is the ground-truth age.

\[
E_{rd} = |y - x|
\]  

Equation 4.4 has been used as the principle measurement in assessing the accuracy of the underage facial age estimation. Additional features of both cloud facial analysis services were utilised to classify and annotate the data as per Tables 4.5 and 4.6. To process the correlations between variables, the object attributes have been broken down into categorical values.

Having determined the attributes of each image and their associated \(E_{rd}\), the correlation between the two variables of data was then calculated to identify which attributes were the larger influencing factors of \(E_{rd}\) and by what gravity, e.g., weak, mild, or strong.

Attributes with mild to strong correlations had influence in the accuracy of the underage facial age estimation. Henceforth, the investigation has been split into the gravity of errors in order to identify traits that most of the data adhere to, versus the traits of the minorities, i.e., data that lies within \(E_{rd} > 5\).

4.6.1 Cloud Services

Two cloud services were used in this section of study to provide the underage facial age estimations of each image within the VisAGe single-faced dataset; Amazon AWS Rekognition Service and the Microsoft Azure Face API service.
4.6.1.1 Microsoft Azure: Face API

This service assisted the annotation of each record according to the detected facial attributes such as perceived emotion, presence of facial hair and makeup, facial expressions like happiness, contempt, neutrality, and fear, etc. A comprehensive list is presented in Table 4.5.

Table 4.5: Microsoft Azure Cognitive Services Face API Attributes [175].

<table>
<thead>
<tr>
<th>Field</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>emotion</td>
<td>Neutral, anger, contempt, disgust, fear, happiness, sadness, and surprise.</td>
</tr>
<tr>
<td>noise</td>
<td>Noise level of face pixels.</td>
</tr>
<tr>
<td>age</td>
<td>“Visual age” number in years.</td>
</tr>
<tr>
<td>gender</td>
<td>Estimated gender with male or female values.</td>
</tr>
<tr>
<td>makeup</td>
<td>Presence of lip and eye makeup.</td>
</tr>
<tr>
<td>accessories</td>
<td>Accessories around face, including ‘headwear’, ‘glasses’ and ‘mask’.</td>
</tr>
<tr>
<td>facialHair</td>
<td>Moustache, beard and sideburns.</td>
</tr>
<tr>
<td>hair</td>
<td>Group of hair values indicating whether the hair is visible, bald, and hair colour if hair is visible.</td>
</tr>
<tr>
<td>headPose</td>
<td>3-D roll/yaw/pitch angles for face direction.</td>
</tr>
<tr>
<td>blur</td>
<td>Face is blurry or not. ‘Low’, ‘Medium’ or ‘High’.</td>
</tr>
<tr>
<td>smile</td>
<td>Smile intensity, a number between [0,1].</td>
</tr>
<tr>
<td>exposure</td>
<td>Face exposure level. Level returns ‘GoodExposure’, ‘OverExposure’ or ‘UnderExposure’.</td>
</tr>
<tr>
<td>occlusion</td>
<td>Values are Booleans and include ‘foreheadOccluded’, ‘mouthOccluded’ and ‘eyeOccluded’.</td>
</tr>
<tr>
<td>glasses</td>
<td>Glasses type. Values include ‘NoGlasses’, ‘ReadingGlasses’, ‘Sunglasses’, ‘SwimmingGoggles’.</td>
</tr>
</tbody>
</table>

4.6.1.2 Amazon AWS: Rekognition Service

Amazon Rekognition is a pre-trained image analysis service. Its face detection and analysis service was used to perform several visual analyses on VisAGe; extracting facial attributes such as facial hair, expressions, etc., detected on each single-faced image. The attributes, as outlined in Table 4.6, were then correlated against Amazon’s facial age estimator to provide a comprehensive evaluation on the accuracy of underage facial age estimation against the influencing factors.

4.6.2 Pearson Correlation Coefficient

The Pearson correlation coefficient (PCC) measures the linear correlation between two variables. In this work, these are the attribute and Er_d. The value of the coefficient lies between +1 and -1; where ±1 indicates a perfect correlation and 0 represents no
correlation at all. A negative coefficient signifies an inverse relationship between the variables. For a sample of data, such as that examined here, the PCC is often represented as $r_{xy}$ and is defined in Equation 4.5:

$$r_{xy} = \frac{\sum_{i=1}^{n} (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n} (x_i - \bar{x})^2} \sqrt{\sum_{i=1}^{n} (y_i - \bar{y})^2}}$$

(4.5)

where $n$ is the size of the sample, $x_i$ and $y_i$ are individual sample pairs and $\bar{x}$ and $\bar{y}$ are the mean of $x$ and $y$. The correlation value obtained for each sample, i.e., the facial attribute and Erd pair, was matched inline with a scale of weak, mild, or high. It is important to note that for the purpose of this work, weak, mild and strong correlations are characterised with $0.1 – 0.29$, $0.30 – 0.49$, $0.50 – 1$ correlation values respectively (whereby the negatives of these values represent inverse correlations). These definitions have been defined in a computer forensic related study regarding analysis of correlations of Internet usage [224]. Conversely, correlation close to zero, specifically within the $-0.1 – 0.1$ range has been referenced as minuscule correlation.
5.1 Dataset Generator

The dataset generator was coded in python 2.7 with a MVC software design pattern. The model layer mainly contains the real-world components; in this case, the databases in general. The controller acts as a liaison between the model and the view, receiving user input and deciding what to do with it. And the view contains the functions that directly interact with the user such as the Delete, Save, Predict and Stats button. The dataset metadata is uploaded to a MongoDB collection, a python package is created for each dataset; in each package, there are methods that enable the upload of the metadata into MongoDB. Furthermore, a class is created per each dataset. The non-relational database is managed with the pymongo library. The GUI is based on the Tkinter package and the images are manipulated with the Pillow bundle. Bitbucket was used for version control and the repository is publicly available in the following URL: https://bitbucket.org/4nd4/image_database.git. The last commit was 1015616 on 20 March 2018.

5.1.1 Database Superclass

All the data sources inherit from the Database superclass. An overview of the methods can be seen in listing 1.

The set_filter_list method initialises the filter list, get_filter_list obtains the filtered list. The filter list is composed of images that a user deemed as repeated images, low quality or wrongly labelled images. Once filtered, the images will not appear on the dataset generator GUI again. Following are the getters and setters for path related methods: get_image_path, set_root_path, etc. Finally, get_random returns a random image from a dataset and makes sure that the following instances to the method return unique ran-
dom images each time. For more information, the software is publicly available.

5.1.2 Dataset Plugins

A plug-in modality was implemented due to scalability needs. Facial age labelled datasets are released not so often but the system was designed so it can support the inclusion of new datasets through the development of independent packets that share certain methods in common such as dataset upload, managing paths, counting images, obtaining random images, etc. An example of a dataset module can be seen depicted in listing 2. It is observed that the MORPH class inherits from the Database Superclass discussed in Section 5.1.1.
5.1.3 NoSQL Dataset Implementation

MongoDB 3.4 was employed and the design used was the one described in Section 4.5. A NoSQL script to insert a record in the FGNET collection can be seen depicted in Listing 3. When the collection does not exist and the script is executed, the collection creates the structure without having to invoke the `db.createCollection` function.

**Listing 3 FGNET Record Insertion Example**

```javascript
1. db.FGNET.insert(
2.   {
3.       "id": "001A22",
4.       "id_subject": "001",
5.       "gender": "M",
6.       "age": 22
7.   })
```

In the DELETE collection the _id value from all the discarded images of all the datasets are stored. The _id field is the primary key with an ObjectID value so that each document can be uniquely identified in the collection. Once the value is stored in the DELETE collection, the dataset generator will never produce that image again. In Figure 5.1 the JSON documents per collection can be observed of FGNET and MORPH; it is also seen that the _id field of the datasets will be stored in the DELETE collection with a 1-to-1 relationship.

![Figure 5.1: Implementation of MongoDB Collections: FGNET and MORPH Collections and the 1-to-Many relationship with the DELETE collection.](image)
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5.1.4 Dataset Generator GUI

A key component of the system architecture is the manual filtering step. The amalgamation of various random images per age class generates a dataset with noise that can only be effectively filtered through user interaction. Users are presented with an interface whereby they are able to discard images that are not useful and randomly generate new images by clicking on each image button, as illustrated in Figure 5.2.

![Figure 5.2: Dataset Generator Software](image)

The graphical interface was produced with Tkinter. The tkinter package ("Tk interface") is the standard Python interface to the Tk GUI toolkit. Both Tk and tkinter are available on most Unix platforms, as well as on Windows systems.

The “View” folder refers to the view layer and contains several files that manage the GUI; the files are preceded with the “vw” prefix. They manage both the plots and the graphical interface. The file vw_image.py contains the entire graphical functionality. The method drawGUI of the aforementioned file implements the decorator pattern that was discussed in Section 4.2.2. The image dataset class is passed as a parameter and the decorator extends the functionalty of the images enabling the drawing of the photos.

The interface is first executed on a terminal with the command in Listing 4.
The file is `run.py` and the description of the arguments can be seen depicted in Table 5.1. The software would generate 300 images (100 x 3) from 18 to 20 year-old females and would present the interface seen in Figure 4.6. The user then would have to manually check if the age and gender is consistent with the input parameters, and if the image corresponds to a face. These images are automatically stored in a folder that was configured in the `configuration.py` file, specifically the `path_directory_creation` configuration parameter.

```
<table>
<thead>
<tr>
<th>argument</th>
<th>name</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>g</td>
<td>gender</td>
<td>gender of the subjects</td>
</tr>
<tr>
<td>min_age</td>
<td>minimum age</td>
<td>initial age of the dataset</td>
</tr>
<tr>
<td>max_age</td>
<td>maximum age</td>
<td>age limit of the dataset</td>
</tr>
<tr>
<td>n</td>
<td>number</td>
<td>number of images to produce</td>
</tr>
</tbody>
</table>
```

Table 5.1: Arguments of the run.py file of the Dataset Generator

### 5.2 Evaluation Platform

The evaluation platform is the core of the evaluation research, it facilitates the automatic execution of age estimation predictions from the cloud and local based services discussed in Section 4.1.1 and 4.1.2. The services inherit the methods and attributes from the Service Superclass. The service evaluation user interface is a terminal and the command can be seen depicted in Listing 5.

```
Listing 5 Evaluation Platform Execution Command in the Terminal
python run_evaluation.py
```

The `run_evaluation.py` script requires previous parameter configurations to run; the parameters can be seen depicted in Table 5.2.

#### 5.2.1 Service Superclass

All the services inherit from the Service superclass. An overview of the methods can be seen in listing 6.
Table 5.2: Parameters of the run_evaluation.py file of the Service Evaluation

<table>
<thead>
<tr>
<th>parameter</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>path</td>
<td>path of the subjects</td>
</tr>
<tr>
<td>db_list</td>
<td>list of datasets</td>
</tr>
<tr>
<td>service</td>
<td>list of offline &amp; online services</td>
</tr>
</tbody>
</table>

Listing 6 Service Superclass

```python
from datetime import datetime
from pymongo import MongoClient
from bson.objectid import ObjectId

c1 = MongoClient()

class Service:
    def __init__(self, name, limit):
    def get_path(self):
    def set_path(self, path):
    def get_limit(self):
    def get_response(self):
    def get_name(self):
    def get_db(self):
    def service_evaluated(self, subject_id):
    def get_records_stats(self, gender=None):
    def get_records(self):
    def execute_predictions(self, directory_path):
    def execute_prediction(self, file_path):
```

The get and set path methods (`get_path` & `set_path`) are used to manage the path to the balanced dataset which was created by the dataset generator in Section 5.1. According to Table 4.1, there are limitations per free use for each cloud-based service. As seen in the Service superclass listing previously mentioned, the Service class is initialised with the name of the service and the limit. The `get_limit` is a method that obtains the limit of the service calls. For instance, Microsoft Azure Face API is limited to 30,000 calls per month for free. The evaluation service platform supports the functionality to limit usage per service and once the limit has reached, an email is sent to notify about this warning. A typical cloud API response is returned in a JSON format; the method `get_response` is used to obtain the response from the service.
5.2.2 Service Plugins

The plug-in modality implemented for “service” has the same logic as the database plugin which was mentioned in Section 5.1.2. The aim of this logic is to allow the interoperability with future services that would be able to be implemented in a simple fashion. Age estimation models are released often and the system is designed so it can support the inclusion of new age estimation models through the development of independent packets that share certain methods in common such as exception management, subscription key retrieval, response management, real/predicted age retrieval, etc. An example of a service module can be seen depicted in listing 7. It is observed that the Azure class inherits from the Service Superclass discussed in Section 5.2.1.

Listing 7 Microsoft Azure Methods

```python
import http.client, urllib, json
import time

from datetime import datetime
import configuration
from model import db_functions, db_image
from model.db_service import Service
from model.db_image import Database

class Azure(Service):
    def __init__(self):...
    def set_exception(self, exception):...
    def get_exception(self):...
    def get_subscription_key(self):...
    def set_response(self, image_path):...
    def _process_response(self, image_path):...
    def get_real_age_and_predicted(self, images, gender):...
```

5.2.3 NoSQL Service Implementation

The design used was the one described in Section 4.7. A NoSQL script to insert a record in the SRV.DEX collection can be seen depicted in Listing 8. When the collection does not exist and the script is executed, the collection creates the structure without having to invoke the `db.createCollection` function.

In each DEX Service registry, the field `_id` of the relevant dataset is stored, with the predicted age and gender values. The same applies for every other service. This would
control the evaluation performance procedure to not produce duplicate predictions and henceforth, save time and credits. In Figure 5.3 the JSON documents per collection can be observed of FGNET, MORPH and the DEX documents. It is also seen that the _id field of the datasets will be stored in the DEX documents with a 1-to-1 relationship.

Figure 5.3: Implementation of MongoDB Service Collections: FGNET and MORPH Collections and the 1-to-many relationship with the DELETE collection.

### 5.2.4 Service Generator GUI

There is no GUI associated to the service evaluation platform. Only the command line interface (CLI) is available.

### 5.2.5 Plots

The implementation of the plots are done with the plotly library. Plotly is an interactive, open-source and browser-based graphing library for Python. Plotly provides
online graphing, analytics and statistics tools. It requires a registration but has a free tier which has limited functionalities. The plots are categorised in the view layer where the credentials are invoked. The username and API key are required. Plots such as bar and box plot are implemented. For both graphs, the plot function receives two inputs: the data and the layout. The former is the set of pairs which could be for example the real age and the predicted age. The latter is the layout that of the plot that defines the type of plot, the labels, legends, titles, etc. An example of a plot can be found in https://chart-studio.plotly.com/~felix.andabasabe/54/

In Figure 5.4, a plotly graph example can be observed, there are several tabs from which by accessing the “Data” tab, the values of the generated graph can be seen. On the “Python & R” tab, it is possible to extract a dictionary format to export to either language and finally, the “Forking History” shows inputs from other collaborators.

Figure 5.4: Plotly Graph

5.3 VisAGe - Dataset Framework

VisAGe is an image collection system designed for studying underage face subjects from 1 to 18 years old, in an unconstrained environment. The dataset consists of over 21,500 human-consensus-validated CC photographs of single faces collected from Flickr. Each face has been subject to a multiple-human verification process to ensure the reliability of age and gender annotations.

VisAGe is a web-based voting system aimed to label facial images with age and gender. The system has been built with a dataset of images that have been obtained from Flickr. The hybrid interaction with both humans and machines to tag data is an approach that
can lessen the effort of users in order to contribute to research. The users are able to vote from a digital handheld device, laptop, computer, etc. Only a web browser is required. Once three votes are committed, the image becomes part of a positive voting dataset available for researchers. Moreover, different campaigns are created so the voting can be sorted by age, gender and type of faces such as single, multiple and others (No face). Finally, images are downloadable with the metadata corresponding to the Microsoft Azure Face API results. The results are presented in a JSON format and are attached to the files in a zip format. For more information about the user functionality, refer to the user manual in Appendix B.2.

5.3.1 Technical Overview

The structure of this system is divided in three main components, namely background scripts, data and web applications. The scripts are composed of a metadata collector, an image downloader and a facial feature detector. The data comprises both the VisAGe dataset (set of JPEG images) and a NoSQL MongoDB database. The web applications include the GUI and the RESTful web service. The following sections outline some technical details of the system.

The GUI was built on an open-source application Showoff [140], that was written in Python, utilising Flask. The front-end employs Bootstrap, jQuery and Swipebox. A crowd-sourcing approach was used to implement a voting scheme and establish the appropriate annotations of age and gender.

5.3.1.1 Background Scripts

An MVC-architecture is used in the implementation of the background scripts. The model layer contains the definitions of photos, tags, Flickr API method, database, license, logs, etc. The controller layer contains the business application logic for the metadata collection and the image downloader. The main scripts are the following: run_metadata.py, run_download.py and run_face_detector.py. The full code is available at https://bitbucket.org/4nd4/image-selector/

The core functionality for the metadata collector, that integrates the Flickr API is the Method class. This class can be seen depicted in Listing 10. The method class is composed of three main parameters: the API key, the API secret, and the endpoint which refers to the URL of the server. The getter methods are related to the class attributes, the “get” method invokes the requests functionality from the Requests HTTP Library. The string passed to the requests.get method is composed by the Flickr API method
which can be “search”, the api key, the api secret, the arguments (which are passed as a parameter), and the format which is JSON. The response is recorded to the MongoDB collection.

The text argument for the “search” method to obtain the image with the desired age of a person was implemented with a regular expression which can be seen in Listing 9.

**Listing 9 Regular Expression for Age Text Search**

```
^\d+((?i)st|nd|rd|th(?-i))+[[,:blank:]]+(?i)\bbirthday\b(?-i)
```

The format accepts a number, the English ordinal suffix, a space and finally the word “birthday”. Notice that including ordinals from different languages (French, German, Spanish, Chinese) and changing the birthday word to the corresponding word of the selected language would increase the number of images.

Flickr will return at most the first 4,000 results for any given search query. Therefore, two arguments are used to tweak the outcome: min_upload_date and max_upload_date. Both parameters are in the form of Unix timestamps and are regulated intelligently with a divide and conquer algorithm used to decrease the time complexity.
Listing 10 Background Scripts Method Class

class Method:
    def __init__(self):
        self.method = None
        self.api_key = configuration.flickr_api_key
        self.api_secret = configuration.flickr_api_secret
        self.endpoint = 'https://api.flickr.com/services/rest/'
        self.child_class = self.__class__.__name__

    def set_method(self, method):
        child_class = str(self.__class__.__name__).lower()
        self.method = 'flickr.' + child_class + '.' + method

    def get_method(self):
        return self.method

    def get_api_key(self):
        return self.api_key

    def get_api_secret(self):
        return self.api_secret

    def get_endpoint(self):
        return self.endpoint

    def get(self, args=None):
        if args is None:
            args = ''

        return requests.get(
            self.get_endpoint() + 
            '?method=' + self.get_method() + 
            '&api_key=' + self.get_api_key() + 
            '&api_secret=' + self.get_api_secret() + 
            args + '&format=json' + '&nojsoncallback=1'
        )

The image downloader is also an MVC-based software design pattern. The python file cn_image.py belongs to the controller layer and has the processing method that selects the image metadata that was stored in the MongoDB collection and downloads from the recorded URL.

The feature detector was implemented with both dlib and the Microsoft Azure Face API. The former uses HOGs and a CNN approach. The latter is a cloud-based service that returns a structure such as the one in Listing 11 and is stored in the aggreg-
ate inside the image created collection.

**Listing 11** Microsoft Azure Facial API Attribute Prediction Document Response.

```json
{
  "faceId" : "f6679e39-60ac-ae03-82a78707f8b6",
  "faceRectangle" : { },
  "faceAttributes" : { },
  "faceLandmarks" : { }
}
```

5.3.1.2 Data Records

The data records refer to both the non-relational database and the physical photographs. The non-relational database chosen is MongoDB; the preferred MongoDB GUI is Robo 3T (formerly known as Robomongo). This GUI is a visual tool aiding the management of Database MongoDB. It is a part of free open source software supporting all of three operating systems: Windows, Linux, Mac OS.

The VisAGe dataset contains over 21,800 human verified photos with age and gender labels; these annotated photos represent only 3.25% of the images that were downloaded from Flickr. The photos are single faces and have the respective age and gender label recorded in MongoDB.

The detailed NoSQL structure is divided into several collections. Due to privacy concerns, the GPS data has been stripped from each image which affects only 0.98% out of the entire VisAGe collection.

All the information concerning VisAGe, has been stored in a NoSQL server, divided into several collections. The collections with their descriptions can be seen depicted in Table 5.3.

The data files are compressed JPEG images. Each filename is named with an *ObjectId* which is a 12-byte unique value that consists of:

- a 4-byte value representing the seconds since the Unix epoch,
- a 5-byte random value, and
- a 3-byte counter, starting with a random value.
Table 5.3: VisAGe Collections with the Respective Description. The image.created collection contains facial feature detection outputs.

The files are stored in a directory named after the age of the subject, which is an integer value; the JPEG files match with the id field of the image.created collection and a comma-separated values (CSV) file populated with metadata is created as per Table 5.4. The files are downloadable through the following frontend route in the Web Application:

```
/download/<age>/<gender>/<user_check>/<votes>
```

The detail field contains a JSON document with two main attributes, dlib_service and azure_service. The former consists of width and height values of the current image and the face bounding box detected by dlib with values such as width, top, height and left. The latter represents relevant face attributes obtained with Microsoft Azure Face API and can be seen represented in Table 4.5.

The python module used to compress the files is “zipfile”; The ZIP file format is a common archive and compression standard. This module provides tools to create, read, write, append, and list a ZIP file. When a dataset version is released, the relevant script is executed and the zip file is created with all the compressed images and attached metadata. Due to the amount of images compiled, the gathering process was programmed to run at midnight. This procedure would create each time a new release if the dataset was modified.
### Table 5.4: VisAGE metadata format with the respective description

<table>
<thead>
<tr>
<th>Field</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>id</td>
<td>Refers to the ObjectId, which is also the file name without the JPEG extension.</td>
</tr>
<tr>
<td>age</td>
<td>Age of the subject.</td>
</tr>
<tr>
<td>gender</td>
<td>Gender of the subject.</td>
</tr>
<tr>
<td>fli_license</td>
<td>Flickr CC License.</td>
</tr>
<tr>
<td>fli_username</td>
<td>Username that receives attribution for the usage of the image.</td>
</tr>
<tr>
<td>fli_uploaded_date</td>
<td>Value representing seconds since the Unix epoch for when the image was uploaded to Flickr.</td>
</tr>
<tr>
<td>fli_taken_date</td>
<td>Date the photograph was taken.</td>
</tr>
<tr>
<td>detail</td>
<td>Data captured using the facial feature detection tools. Both dlib and Microsoft Azure Face API, are structured in a JavaScript Object Notation (JSON) format.</td>
</tr>
</tbody>
</table>

#### 5.3.1.3 Web Applications

Both the VisAGE dataset collection system and the Restful API are managed by the VisAGE GUI; specifically, in the controller layer on the file controllers.py. This file manages the frontend routes which are Python decorators (Refer to Section 4.4c) that Flask provides to assign URLs in the web app to function easily. Every web framework begins with the concept of serving content at a given URL.

Table 5.5 contains all the routes and descriptions for the VisAGE web application that are associated to an html template.

The final component of the system is a RESTful API which allows the system integration with other platforms. Consumers with access are able to retrieve the entire dataset URLs so that it can be downloaded from the original Flickr source with age and gender labels. The RESTful web service is accessible only for registered researchers through the VisAGE GUI application via the web service endpoint path: `/gallery/api/v1.0/get_image_data/<int:face_rectangles>/<int:unique>/`

The values `face_rectangles` and `unique` are replaced with either a 0 or a 1. Setting `face_rectangles` to 1 will return the height, top, left and width values of the facial boundary box. Alternatively, when set to 0, data of the rectangle will not be retrievable but the response will be faster. Setting `unique` to 0 will return all the images; setting `unique` to 1 will only return a single image per Flickr user per age per gender. The latter feature is aimed to reduce bias by disallowing multiple images per user.

An example of a valid consumption would be the following endpoint path:
Table 5.5: VisAGe URL Routes

<table>
<thead>
<tr>
<th>route</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(’/login’, methods=[‘POST’, ‘GET’])</td>
<td>Login Page</td>
</tr>
<tr>
<td>(’/register’, methods=[‘POST’, ‘GET’])</td>
<td>Register Page</td>
</tr>
<tr>
<td>(’/&lt;campaign_id&gt;/filename.html/&lt;gender_edit&gt;’)</td>
<td>Main Image Page</td>
</tr>
<tr>
<td>(’/list/&lt;campaign_id&gt;.html’)</td>
<td>List of Images per age</td>
</tr>
<tr>
<td>(’/’)[10]</td>
<td>Root</td>
</tr>
<tr>
<td>(’/campaign/&lt;campaign_id&gt;’, methods=[‘GET’, ‘POST’])</td>
<td>Shows cover of album gallery</td>
</tr>
<tr>
<td>(’/statistics/&lt;statistics_type&gt;/’)[10]</td>
<td>Shows a page to choose the required statistics</td>
</tr>
<tr>
<td>(’/statistics_positives/&lt;votes&gt;/’)[10]</td>
<td>Lists statistics of positive voted files</td>
</tr>
<tr>
<td>(’/campaigns/’)</td>
<td>for each campaign, get number of images left</td>
</tr>
<tr>
<td>(’/positive/&lt;age&gt;//&lt;gender&gt;//&lt;votes&gt;/’)[10]</td>
<td>Lists positive voted files</td>
</tr>
<tr>
<td>(’/positive_resolved/&lt;age&gt;//&lt;gender&gt;//&lt;votes&gt;/’)[10]</td>
<td>Lists positive files that have been resolved due to disagreement</td>
</tr>
<tr>
<td>(’/disagreed/&lt;age&gt;//&lt;gender&gt;/’)[10]</td>
<td>Lists disagreed files that have both positive and negative votes</td>
</tr>
<tr>
<td>(’/gender_inaccurate/&lt;age&gt;//&lt;gender&gt;/’)[10]</td>
<td>List files where gender does not match</td>
</tr>
<tr>
<td>(’/campaign_description/&lt;campaign_id&gt;/’)</td>
<td>List of campaigns with the description</td>
</tr>
<tr>
<td>(’/search/’)</td>
<td>Search functionality</td>
</tr>
</tbody>
</table>

5.4 Dlib Contour Artistic Approach

The DCA approach consists in alignment and landmark detection, both steps were implemented in python with the dlib, cv2 and numpy libraries. The code can be found in the following link: https://github.com/4ND4/DeepUAge. The main files are align.py and dca.py.

5.4.1 Alignment

The alignment code can be seen in Listing 12. The alignment function align_face_dlib uses the dlib landmarks and has two input parameters: image and shape. The co-
ordinates \((x, y)\) of the eyes are extracted and the indexes correspond to facial landmarks indexes defined in dlib. Once the coordinates are obtained, the angle between the eye centroids are computed with the \( \text{arctan2} \) function of numpy. Next, the median point is calculated between the two eyes in the input image. This value is stored in the \texttt{eyes\_center} variable. Finally, the rotation matrix is obtained with the \texttt{getRotationMatrix2D cv2} function and the face is scaled with a warp affine transformation through the \texttt{warpAffine cv2} function.
from collections import OrderedDict
import cv2
import numpy as np

def align_face_dlib(image, shape):
    # extract the left and right eye (x, y)-coordinates
    (lStart, lEnd) = FACIAL_LANDMARKS_IDXS['left_eye']
    (rStart, rEnd) = FACIAL_LANDMARKS_IDXS['right_eye']
    leftEyePts = shape[lStart:lEnd]
    rightEyePts = shape[rStart:rEnd]

    left_eye_center = leftEyePts.mean(axis=0).astype('int')
    right_eye_center = rightEyePts.mean(axis=0).astype('int')

    # compute the angle between the eye centroids
    if left_eye_center is not None and right_eye_center is not None:
        dY = right_eye_center[1] - left_eye_center[1]
        dX = right_eye_center[0] - left_eye_center[0]
        angle = np.degrees(np.arctan2(dY, dX)) - 180

        # compute center (x, y)-coordinates
        # (i.e., the median point)
        # between the two eyes in the input image
        eyes_center = ((left_eye_center[0] +
                        right_eye_center[0]) // 2,
                        (left_eye_center[1] +
                        right_eye_center[1]) // 2)

        # grab the rotation matrix for rotating
        # and scaling the face
        M = cv2.getRotationMatrix2D(eyes_center, angle, 1.0)

        if image is not None:
            result = cv2.warpAffine(image, M, image.shape[1::-1],
                                     flags=cv2.INTER_LINEAR, borderValue=(0, 0, 0))
            return result

        else:
            print('error with eye center values')
5.4.2 Landmark Detection

The algorithm that emulates the face drawing methodology and predicts the hairline landmarks can be seen depicted in Algorithm 2.

**Algorithm 2 Dlib Contour Artistic Approach**

1: procedure LANDMARK_DETECTION(image) ▶ Returns an array of vectors
2: Obtain lowest point of the nose: \( N = (x_{34}, y_{34}) \)
3: Obtain closest points \([P_{left}, P_{right}] \perp N\)
4: Compute square side as per Equation 5.1
   \[
   sqr_{side} = \sqrt{(p_{leftx} - N_x)^2 + (p_{lefty} - N_y)^2} + \sqrt{(p_{rightx} - N_x)^2 + (p_{righty} - N_y)^2}
   \] (5.1)
5: Build the square inscribed in a circle from vertex \(v_1, v_2\), using \(sqr_{side}\).
6: Draw an icosagon from the centre of circle \(C = (c_x, c_y)\).
7: Return landmarks

The proposed method is based on the foundations of the Loomis face proportion approach. In Figure 5.5, the output of a digital sketch of the approach to detect hairline landmark points is depicted. The merge between the dlib face detector and the Algorithm 2 can be observed. Last, a cropped mask version of the face can be used to filter noise from facial images.

![Figure 5.5: Contour Reconstruction from Dlib](image)
5.5 Model Implementation

5.5.1 Early Approaches

A prototype that consumed the training and testing data from the Restful API mentioned in Section 5.3.1.3 was created and multiple architectures with/without data augmentation were tested. One of the earliest models developed was a simple stack of 4 convolution layers with a ReLU activation function followed by the max-pooling layers, a batch normalisation layer proposed by [117] and dropout of 0.25 was added to help prevent overfitting\(^1\). This model used data augmentation (as outlined in Section 2.4.6.1) techniques and reached a MAE of 6.86 for the age group 1 to 25 years.

5.5.1.1 Neural Network Architecture

An initial experiment to classify minors from adulthood led to a binary approach with a model similar to the back-propagation network proposed by LeCun et al. in 1989 [149] but with ReLU as the activation function, 3 stacked convolutional layers followed by maxpooling. Two binary models were created using both Caffe and Tensorflow. Training data consisted in a balanced dataset of 16,446 minors and adulthood. Evaluation data consisted in a balanced dataset of 1,440 minors and adulthood.

For the next experiment, a pre-trained VGG16 model with the ImageNet weights were used. The last 4 layers were modified to an output of 25 classes (ages) and the final activation function was set to softmax. The architecture is depicted in Figure 5.6. It can be seen that the total number of parameters are 23,129,945.

5.5.2 DS13K

The DS13K model was built with a VGG16 DCNN architecture. It was produced with the Caffe framework. Caffe is a DL framework made with expression, speed, and modularity in mind. It was developed by Berkeley AI Research (BAIR) and by a community of contributors. [129]. The source code can be found in the following URL: https://github.com/4ND4/ds13k

The DS13K architecture was designed in the ageprototxt protocol buffer definition file, An extract of the code can be seen depicted in Listing 13. The name of the architecture is “DS13K - VGG16”, there are 4 input_dim values; the first corresponds to the batch

\(^1\)Modelling error that occurs when a function is too closely fit to a limited set of data points
size, the second corresponds to the channels, and the last two values correspond to the image dimensions. The following are layers defined in a dictionary format.

Figure 5.6: Architecture of Multi-Class Prototype Model

<table>
<thead>
<tr>
<th>Layer (type)</th>
<th>Output Shape</th>
<th>Param #</th>
</tr>
</thead>
<tbody>
<tr>
<td>vgg16 (Model)</td>
<td>(None, 4, 4, 512)</td>
<td>14714688</td>
</tr>
<tr>
<td>flatten_1 (Flatten)</td>
<td>(None, 8192)</td>
<td>0</td>
</tr>
<tr>
<td>dense_1 (Dense)</td>
<td>(None, 1024)</td>
<td>8389632</td>
</tr>
<tr>
<td>dropout_1 (Dropout)</td>
<td>(None, 1024)</td>
<td>0</td>
</tr>
<tr>
<td>dense_2 (Dense)</td>
<td>(None, 25)</td>
<td>25625</td>
</tr>
</tbody>
</table>

Total params: 23,129,945
Trainable params: 15,494,681
Non-trainable params: 7,635,264
Listing 13 DS13K Architecture - Caffe Prototxt File for Age Estimation

```
name: "DS13K - VGG16"
input: "data"
input_dim: 1
input_dim: 3
input_dim: 224
input_dim: 224
layer {  
  bottom: "data"
  top: "conv1_1"
  name: "conv1_1"
  type: "Convolution"
  convolution_param {
    num_output: 64
    pad: 1
    kernel_size: 3
  }
}
layer {  
  bottom: "conv1_1"
  top: "relu1_1"
  name: "relu1_1"
  type: "ReLU"
}
layer {  
  bottom: "conv1_1"
  top: "conv1_2"
  name: "conv1_2"
  type: "Convolution"
  convolution_param {
    num_output: 64
    pad: 1
    kernel_size: 3
  }
}
layer {  
  bottom: "conv1_2"
  top: "pool1"
  name: "pool1"
  type: "Pooling"
  pooling_param {
    pool: MAX
    kernel_size: 2
    stride: 2
  }
}
layer {  
  bottom: "pool1"
  top: "conv2_1"
  name: "conv2_1"
  type: "Convolution"
  convolution_param {
    num_output: 128
    pad: 1
    kernel_size: 3
  }
}
layer {  
  bottom: "fc7"
  top: "fc8-10ft"
  name: "fc8-10ft"
  type: "InnerProduct"
  inner_product_param {
    num_output: 5
  }
}
layer {  
  bottom: "fc8-10ft"
  top: "prob"
  name: "prob"
  type: "Softmax"
}
```
The neural network architecture visualisation can be seen depicted in Figure 5.7. The online automatic tool used to create the Caffe graph is available at http://yanglei.me/gen_proto/
Figure 5.7: DS13K Caffe Graph
5.5.3 DeepUAge

The DeepUAge model was pre-processed by the DCA approach. The implementation of this approach was discussed in Section 5.4. Therefore, dlib was employed for facial detection. The images were converted to grey-scale and trained with the Keras Model library.

The dataset split was performed with the script in Listing 14. The script iterates the data structure and separates the files randomly with the random library. Test and Training folders are managed separately. The files are stored in an array and then the random function is applied. The shutil package is employed to manage files. It can be seen that the rates configured are 0.8 and 0.2 for training and testing respectively.
The outcome of the script produces a structure as per Figure 5.8. The files are stored in
their correspondent age folder from 1 to 20, and testing and validation has the similar folder structure as training (omitted for presentation).

Data augmentation techniques such as flip, rotation, zoom, distortion, colour, contrast, brightness and random erasing were used. These techniques were implemented with the Augmented python library creating new images “on the fly”. The function used for the augmentation transformations can be seen depicted in Listing 15.
The age estimation approach was addressed as a classification problem and the model was trained with the ResNet50 module from keras. Transfer learning was used and the base model was set to not include the top layer in which case the FC output layers of the model used to make predictions is not loaded, allowing a new output layer to
be added and trained. This last layer is of size 20. The weights of ImageNet are loaded
and the input shape is of (224, 224, 3) where 224 x 224 refers to the image size and
3 refers to the number of channels. The base model creation can be seen depicted in
Listing 16.

Finally, the hyper-parameters were managed mainly with keras libraries such as
keras.callbacks and keras.optimizers. Early stopping, learning rate scheduler and model
checkpoint was accomplished with the former library. The optimiser (SGD) was im-
plemented with the latter.

<table>
<thead>
<tr>
<th>Listing 16 Keras ResNet50 Model Creation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1  from keras.applications import ResNet50</td>
</tr>
<tr>
<td>2</td>
</tr>
</tbody>
</table>
| 3  base_model = ResNet50(include_top=False, weights='imagenet',
                        input_shape=(image_size, image_size, 3), pooling="avg") |

5.5.4 Vec2UAge

5.5.4.1 Dataset Curation

A file format normalisation was required. The format of the Selfie-FV files are as fol-
lows: [artist_name].[age].[series].jpg. The Series is a number that indicates the se-
quence of the image. This number is not important for the file format normalisation.
Therefore, it was set to “X”. The “artist_name” was set to a unique identifier. A script
was created to normalise the visage files. This script can be seen in Listing 17.

It can be seen that the os, shutil and uuid libraries are employed. The first lib-
rary mainly manages paths, the second library manages the copy process and the last
library creates a universally unique identifier (UUID) which is a 128-bit number. The
directory is expected in a structure seen in Figure 5.9. The script iterates each directory,
for each directory each file is formatted to the new standard. The string.format function
is used. Line 23 displays how the new name is created and line 25 shows how the file
is copied to a new single directory.
import os
import shutil
import uuid

for d in range(1, 19):
    directory_visage = os.listdir(os.path.join(input_folder, str(d)))

    for f in directory_visage:
        if f.startswith('. '):
            continue

        file_name, file_extension = os.path.splitext(f)
        unique_filename = str(uuid.uuid4().hex)
        new_name = '{}_{}_x{}'.format(unique_filename, d, file_extension)

        if not os.path.exists(output_folder):
            os.mkdir(output_folder)

        new_path = os.path.join(output_folder, new_name)

        shutil.copy2(os.path.join(input_folder, str(d), f), new_path)

        print(f, 'processed')
Once the files were normalised and copied to a single folder, the next step was to merge the VisAGe (outlined in Section 4.3.2) and Selfie-FV (outlined in Section 3.3.4.1) datasets into the aforementioned single folder. This process may be done manually or with the `shutil` library.

5.5.4.2 Dataset Pre-Processing

The Vec2UAge model was pre-processed by the `dlib` library. When no face is detected, the CNN version of `dlib` is executed. This approach lessens the processing time and increases the face recognition hits. The code of both types of `dlib` approaches can be seen in Listing 18. The second approach requires the weights file `mmod_human_face_detector.dat`.
from imutils import face_utils
import dlib

def dlib_detector(img):
    if img is not None:
        detector = dlib.get_frontal_face_detector()
        rects = detector(img, 1)

        # loop over the face detections
        for i, rect in enumerate(rects):
            return face_utils.rect_to_bb(rect)

def dlib_cnn_detector(img):
    WEIGHTS = 'preprocessing/mmod_human_face_detector.dat'

    cnn_face_detector =
    dlib.cnn_face_detection_model_v1(WEIGHTS)

    dets = cnn_face_detector(img, 1)

    # loop over the face detections
    for i, d in enumerate(dets):
        x = d.rect.left()
        y = d.rect.top()
        w = d.rect.right() - x
        h = d.rect.bottom() - y

        return x, y, w, h

After the faces were detected, the face vectors were calculated and stored in a numpy array with functions in Listing 19. The `get_vectors_np` function obtains the vectors in a numpy array format. The input parameters are the face images input path and the image size. The `faces_to_vectors` function requires the path of the model. The pre-trained FaceNet model is available in the following URL: https://github.com/davidsandberg/facenet. Given a folder and a model, the function loads images and performs a forward pass to get a vector for each face. This function uses the **tensorflow** library and returns the embedded array.
Listing 19 FaceNet Vector Extraction

```python
def faces_to_vectors(inpath, modelpath, imgsize):
    tf.disable_v2_behavior()
    with tf.Graph().as_default():
        with tf.compat.v1.Session() as sess:
            load_model(modelpath)
            image_paths = get_image_paths(inpath)
            images_placeholder =
                tf.get_default_graph().get_tensor_by_name("input:0")

            embeddings =
                tf.get_default_graph().get_tensor_by_name("embeddings:0")
            phase_train_placeholder =
                tf.get_default_graph().get_tensor_by_name("phase_train:0")

            images = load_data(image_paths=image_paths,
                do_random_crop=False, do_random_flip=False,
                image_size=imgsize,
                do_prewhiten=True)
            feed_dict = {images_placeholder: images,
                phase_train_placeholder: False}

            emb_array = sess.run(embeddings,
                feed_dict=feed_dict)

    return emb_array

def get_vectors_np(input_path, image_size):
    mdlpath = 'models/facenet/20180402-114759.pb'

    vectors = faces_to_vectors(
        inpath=input_path, modelpath=mdlpath,
        imgsize=image_size
    )

    return vectors
```

150
5.5.4.3 Dataset Split

The dataset split was managed by a stratified split shuffle function in the main training file. The code can be seen in Listing 20. The function is part of the *sklearn.model_selection* library and requires the number of splits, the test size which represents the split ratio and a random seed.

**Listing 20** Vec2UAge - Dataset Split

```python
from sklearn.model_selection import StratifiedShuffleSplit

split = StratifiedShuffleSplit(n_splits=1, test_size=0.5,
                               random_state=random_seed)
```

5.5.4.4 Dataset Augmentation

Data augmentation is managed by the *Augmentor* ML python library [26]. *Augmentor* aids the image augmentation and artificial generation of data for machine learning use cases. It uses a stochastic approach using building blocks that enable operations to be pieced together in a pipeline.

The cosine similarity between the original image and the augmented image was computed with the Equation 3.1. As a reference, the vectors from Figure 4.18 were calculated and the cosine similarity was analysed. The results can be seen depicted in Table 5.6. If the cosine similarity is close to 1, the augmented facial vector has not suffered much changes and would resemble the original image. Therefore, a more aggressive augmentation technique would be required. According to the results in the table, it can be observed that FaceNet is robust against occlusions. Therefore, the random erasure data augmentation technique should be replaced by another augmentation method.

After the analysis, image augmentation was selected accordingly to a defined threshold of 0.6 – meaning that the euclidean distance between the facial vectors predicted from the images and augmentations were slightly far from each other. However, the augmented dataset was only used for the training set as discussed previously. These techniques were performed in an offline manner. Thus, creating physical images saved to the local disk.
<table>
<thead>
<tr>
<th>Augmentation</th>
<th>Cosine Similarity</th>
<th>Settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flip</td>
<td>0.8599</td>
<td>Horizontal</td>
</tr>
<tr>
<td>Brightness</td>
<td>0.6845</td>
<td>Factor: 2</td>
</tr>
<tr>
<td>Rotation</td>
<td>0.6656</td>
<td>Angle: 25</td>
</tr>
<tr>
<td>Random Zoom</td>
<td>0.7856</td>
<td>Factor: 2</td>
</tr>
<tr>
<td>Random Distortion</td>
<td>0.8728</td>
<td>Grid width: 10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Grid height: 10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Magnitude: 8</td>
</tr>
<tr>
<td>Random Colour</td>
<td>0.5609</td>
<td>Factor: 2</td>
</tr>
<tr>
<td>Random Contrast</td>
<td>0.3341</td>
<td>Factor: 5</td>
</tr>
<tr>
<td>Random Erasure</td>
<td>0.9837</td>
<td>Rectangle : 0.2</td>
</tr>
</tbody>
</table>

Table 5.6: Cosine Similarity between Original Image and Augmented Images Using the Augmentor library

5.5.4.5 Network Architecture

The DL framework used to train the models was managed by the pytorch_lightning (pl) library. This is an open source Python library that provides a high-level interface for PyTorch. A Vec2UAgeSystem class that extends the pl.LightningModule class is initialised with hyperparameters such as LR, batch size and optimiser choice. The full code is available on github in the following URL: https://github.com/4ND4/Vec2UAge.

5.5.4.6 Hyper-Parameters

The experiments were managed with Neptune. Pytorch_lightning and Neptune can be integrated through the pytorch_lightning.loggers.NeptuneLogger class. The Neptune logger can be used in the online mode or offline (silent) mode. To log experiment data in online mode, NeptuneLogger requires an API key. In offline mode, the logger does not connect to Neptune. The Neptune connection can be seen depicted in Listing 21.
The API key is obtained when registering to Neptune. A tier is available for researchers at no cost. The project name refers to descriptive name for the project. The experiment is more specific. For example, The project name is Vec2UAge and the experiment is “A1”. The parameter close_after_fit regulates if the experiment would be closed after training. If False, the experiment will not be closed after training and additional metrics, images or artifacts can be logged. The params parameter is a dictionary that contains information that would be logged directly to the experiment. Keys such as epochs, patience, number of layers, batch size, optimiser, LR, JSON path, early stop and random seed are logged into the Neptune experiment. Tags help identify the experiment by the optimiser choice, unique tags, etc.

5.5.4.7 Improving Traditional Hash Sets with Facial Embedding Vectors

The Vec2UAge model approach used data augmentation techniques and the cosine similarity was computed between the original image and the augmented image to detect if the original image had significant changes. This function inspired the design of an improved functionality of the traditional hash set comparisons. Traditional Hash
sets were discussed in Section 2.2.6.1. The hash value approach is highly static and limited. A database of facial features could be used to identify victims and missing persons. The facial embedding image recognition approach calculates the vector of a given suspect/victim and then initiates a comparison given a function that is mapped to the vector database. This method is able to compare if there is a match within the database. The algorithm can be seen in Algorithm 3.

**Algorithm 3** Facial Embedding Image Recognition Approach - FaceNet

1: **procedure** FACE_COMPARE(*image*) ▶ Returns a boolean
2: Detect and crop *face* in *image*
3: Resize *face* to 224 x 224 pixels
4: Extract feature vector *p* from *face*
5: Compute euclidean distance between feature vectors (Equation 2.1):
6:   **while** true **do** ▶ Iterate until end of feature database
7:     **if** d(*p*, *q*) < *threshold* **then**
8:       Return *true*
CHAPTER SIX

RESULTS

6.1 Facial Age Estimation Model Evaluation Platform

This section outlines the results from the evaluation of the current online and offline age estimating options. Firstly, the results are presented across the entire age range of the dataset (0-77 years old) in Section 6.1.2. Next, Section 6.1.3 presents the results of subdividing the dataset by gender. Finally, in Section 6.1.4 the performance of the four prediction systems within different age ranges are compared (Amazon Rekognition hereafter called AWS, Azure, Kairos and DEX). It is important to consider that this evaluation answers the question of what the performance is. Not the “why” or “how” the performance was obtained. This is due to the online cloud-based age estimation services being “blackboxes” for which all that is exposed is the performance.

6.1.1 Dataset Experiment Summary

The dataset used in this section is the one produced by the dataset generator discussed in Section 4.2. The several dataset sources were a combination of the datasets presented in Section 3.5 (FG-NET, FERET, MEDS, IMDB, WIKI, YFCC100M, etc.). As mentioned in the evaluation performance methodology in Section 4.2.5, a random equally distributed dataset (for age classes) was required. Initially, a collection of images from the whole age range of 0 to 100 was considered. However, due to lack of images (visible in Figure 4.3), an age range from 0 to 77 was studied. Due to a scarcity of images of children between the ages of 0 and 14 and the applicability of this age range to CSEM investigation, additional images were manually collected. CC licensed pictures with accurate age and gender were gathered from Flickr. Photos were manually labelled with the age and gender of the individual based on the descriptions, title of the photo, the respective tags or any visual clues. This procedure resembled how the VisAGE
dataset was collected (discussed in Section 4.3.2). The process ultimately ensured that 65 images per age per gender could be included. Resulting in a total dataset size of 10,140 images.

Each image was passed through each of the four systems mentioned in Section 6.1, and the results recorded. These were then evaluated under three influencing factors. Initially, the four systems were compared across the entire age range by analysing the error rates that each exhibited, i.e. the difference between the predicted age of each subject and their actual age. Next the dataset was divided by gender to investigate whether this had any effect on the accuracy of the age predictions. Finally, in the third test the dataset was subdivided into a number of age ranges, i.e. 0-9, 10-19, 20-29, etc. The goal here was to find whether certain systems performed better in different age ranges, or whether one system could be said to be the most accurate over the entire dataset.

### 6.1.2 Entire Age Range Estimation

The first analysis that was conducted was to measure the accuracy associated with each of the four systems across the entire dataset (outlined in Section 6.1.1), with a view to discovering which services are most effective. Firstly, the MAE was calculated for each system across all the subjects. The results of this are shown in Table 6.1.

<table>
<thead>
<tr>
<th>Service</th>
<th>MAE (ages)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kairos</td>
<td>11.236</td>
</tr>
<tr>
<td>AWS</td>
<td>9.286</td>
</tr>
<tr>
<td>DEX</td>
<td>8.079</td>
</tr>
<tr>
<td>Azure</td>
<td>7.614</td>
</tr>
</tbody>
</table>

Using this metric, Microsoft Azure was found to achieve the best results, with the lowest MAE. This can be interpreted to mean that across the entire range of all subjects, the average difference between the predicted age and the actual age was 7.614 years. The error rates for the other services were higher, with DEX achieving better overall results compared to AWS, which in turn outperformed Kairos. While this is a useful finding in itself, a more in-depth view is required to examine the characteristics of each service further.

Figure 6.1 illustrates the performance of the four systems more clearly across the dataset. The X-axis indicates the actual age of the subjects. A line is plotted for each service, which indicates the average age it predicted for subjects in each age class. Each point
therefore represents the average predicted age for 65 subjects that have the same age. The dotted line is used to indicate where correct predictions should lie.

Figure 6.1: Average Estimated Age Compared with Actual Age across Entire Dataset.

A number of interesting observations can be made from this figure. Both DEX and Kairos have a tendency to substantially over-estimate the age of young children. In the case of Kairos, this over-estimation continues well into the late teenage years, before its predictions become closer to those of its competitors after this point.

In all cases, a tendency to underestimate the age of subjects begins to emerge from approximately the age of 40, though this is more pronounced for some services. Kairos, in addition to being the least accurate at early age ranges, also has the second-highest error rate for older subjects, behind only AWS. DEX, from having a high error rate for young children, becomes the second most accurate (behind Azure) at later ages. Its tendency to underestimate ages becomes apparent earliest, from the late-20s onward. The line for AWS is very close to the true age line in the early stages, but exhibits the highest level of underestimation for the later ages.

When bearing digital forensic use-cases in mind, it is worthwhile focusing on the late teenage years in particular, around the boundaries where people cease to be minors in various jurisdictions. The very accurate performance of AWS and Azure begins to diverge from the correct prediction line around the age of 10. DEX, which performs poorly on young children, is closest to this ideal line in the mid-to-late teenage years and continues into the early 20s. A further examination of the relative performance of the systems in various age ranges is contained in Section 6.1.4.
6.1.3 Influence of Gender on Estimation

To further explore the characteristics of the four services, the dataset mentioned earlier was classified by gender, and a similar analysis to the previous section was conducted. The overall MAE for each service is shown in Table 6.2. The main interesting insight that can be gained from this table is that uniformly, all four services exhibit a higher rate of error for female subjects than for males. Of these, Kairos is the only one for which the difference in error rates by gender is less than 1 year on average. The difference is most pronounced for AWS, for which the error rate for male subjects is only marginally greater than for DEX, but whose predictions for female subjects are more comparable to Kairos. The relative ranking of the four systems remains the same for both genders.

Table 6.2: Mean Absolute Error per Gender per Service.

<table>
<thead>
<tr>
<th>Service</th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kairos</td>
<td>10.6838</td>
<td>11.7960</td>
</tr>
<tr>
<td>AWS</td>
<td>7.2192</td>
<td>11.4057</td>
</tr>
<tr>
<td>DEX</td>
<td>7.1975</td>
<td>8.9613</td>
</tr>
<tr>
<td>Azure</td>
<td>6.4205</td>
<td>8.8092</td>
</tr>
</tbody>
</table>

As with the previous section, a more in-depth view is required beyond the overall error rates. Figure 6.2 is constructed in the same way as for Figure 6.1, with the exception that it shows separate line graphs for each gender. Figure 6.2a refers only to the results for male subjects, and Figure 6.2b relates only female subjects.

The overall patterns observed in the previous section are generally apparent in both graphs: Kairos and DEX overestimate at young ages and all four services tend to underestimate the age of older subjects. However, the rate at which the latter effect occurs is far more pronounced for female subjects. By the age of 36, all four services underestimate on average, and this gap becomes more pronounced with increasing age. In contrast, Azure in particular remains much closer to the ideal line for male subjects.

Figure 6.3 illustrates this data by displaying the MAE rate for each of the systems at each age. Error rates generally increase towards older ages, with this being more pronounced for female subjects, due to the age underestimation common to all services. As previously observed, Kairos and DEX exhibit relatively high error rates for young subjects. However, it is notable that although Kairos is clearly the least accurate for young subjects, it achieves better error rates than the other systems towards the middle of the ages evaluated. This is the focus of the following section, where this data is viewed within a range of age brackets.

A local peak is observed in the teenage years, before error rates decline into the 20s and
30s. This suggests that more focus is required on this area in the future, especially due to the use cases that require accuracy within this borderline adulthood age range.

### 6.1.4 Age Range Analysis

Previous observations of the data indicate that although the Azure performed better than the other four on average, performance was affected not only by gender but also according to age. This motivated a deeper analysis of the relative performance of the four systems across different age ranges. For this, the aforementioned dataset was subdivided into 10-year age ranges (0-9, 10-19, 20-29, etc.). The only exception was the final range, which was from 70 to 77 due to the lack of available older subjects in constituent datasets.

Figure 6.4 was generated to provide insights into the data. In this figure, a box is plot-
The primary object of this study is to ascertain which system(s) offer the most accurate performance for the age prediction task. Although Azure has been shown to the lowest overall error, this figure indicates that this does not reflect an overall superior performance across all age ranges. The best-performing system, on average, in each age range is summarised in Table 6.3. Azure is the most precise only for the youngest and oldest age ranges. A somewhat surprising result here is that although Kairos has the highest overall error rate, it is the most precise on average in the 30-39 and 40-49 age ranges. The high rate of error for DEX for the youngest children is much reduced by the teenage years, and this system has the lowest error rates for the 10-19 and 20-29 age ranges. Indeed, it is again the most precise for 50-59 and 60-69. In total, DEX has the lowest error rate for four of the age ranges, with Azure and Kairos having the low-
Figure 6.4: Mean Average Error Rate for Each System in Different Age Ranges.

The error for two range apiece. AWS is not the most accurate in any of the ranges, but is the second-best average performer for all ranges up to the age of 29.

Table 6.3: Performance per Age Range.

<table>
<thead>
<tr>
<th>Age Range</th>
<th>Best Performer</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-9</td>
<td>Azure</td>
</tr>
<tr>
<td>10-19</td>
<td>DEX</td>
</tr>
<tr>
<td>20-29</td>
<td>DEX</td>
</tr>
<tr>
<td>30-39</td>
<td>Kairos</td>
</tr>
<tr>
<td>40-49</td>
<td>Kairos</td>
</tr>
<tr>
<td>50-59</td>
<td>DEX</td>
</tr>
<tr>
<td>60-69</td>
<td>DEX</td>
</tr>
<tr>
<td>70-77</td>
<td>Azure</td>
</tr>
</tbody>
</table>

6.2 Underage Age Estimation Improvement

Three new set of experiments were conducted and the MAE was calculated. The results of which are presented in the subsections that follows. The first experiment, discussed in Section 6.2.2 focused on the wider age range from 0 to 25 years old, to evaluate and compare the four individual services: How-Old.net, AWS, DEX, and Azure. The
Kairos Service was replaced by How-Old.net due to low performance discovered in Section 6.1.2. The second experiment involves the evaluation of DS13K. The model is evaluated in Section 6.2.3. The final experiment introduces ensemble ML techniques to establish whether these will be useful tools to improve upon the performance of the four systems. This is presented in Section 6.2.4.

### 6.2.1 Dataset

The dataset used in this section is the DS13K dataset with a size of 12,792 images (categorised as a small dataset per Section 3.3) and described in Section 4.5.1.1.

### 6.2.2 Underage Range Baseline Estimation

The evaluation for the first experiment focused on samples from 0 to 25. The results of the evaluation are shown in Figure 6.5, with the average predicted age for each service plotted against the subjects’ actual ages. The MAE for each service can be seen in Figure 6.6 and the average MAE for underage subjects is presented in Table 6.4.

![Figure 6.5: Average Estimated Age from Each Service Compared with Actual Age.](image)

From these figures, it can be seen that AWS performs best overall. Although it has a slight tendency towards underestimation up to the age of 12, it maintains its accuracy in older age groups better than Azure and How-Old.net, whose predictions gradually deviate away from the real age between the ages of 10 and 22. These three services show similar accuracy for the youngest subjects below the age of 12.

In contrast, DEXs pretrained model fails to accurately classify the younger samples. However, from 17 to 21 years old (in the crucial underage/adulthood boundary zone), it has a better performance than the rest of the models. This pattern is likely due to
a lack of sufficient sample images used to train the Deep Expectation model for very young subjects, and is the primary reason why DEXs overall MAE is higher than the others.

In terms of overall MAE for underage subjects, the AWS biometric detector service performed better than the rest of the services with a MAE of 3.347 as shown in Table 6.4. Although the output of the prediction accomplished by AWS was classified with a high and low range, we found that the closest value to the real age would be the lowest value. AWSs superiority is unrivalled across the majority of age ranges, in fact it is between the best two performers for each age. It is also observed that only DEX and AWS underestimated the subjects’ ages at any point, while the remaining services overestimated the values almost throughout the entire age range.

<table>
<thead>
<tr>
<th>Service</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWS</td>
<td>3.347</td>
</tr>
<tr>
<td>How-Old.net</td>
<td>5.281</td>
</tr>
<tr>
<td>Microsoft Azure</td>
<td>5.347</td>
</tr>
<tr>
<td>DEX</td>
<td>6.936</td>
</tr>
</tbody>
</table>

Table 6.4: Mean Absolute Error for Underage Images per Service.

### 6.2.3 DS13K Evaluation and Comparison

The accuracy per age group as well as the average accuracy per service is depicted in Table 6.5, where the best-performing figure for each age range is illustrated in bold. Our developed DS13K model has the best average performance followed closely by AWS. However, looking at the aforementioned table, the winner in several age groups
is AWS only dropping for the case of 16-17 year-old’s. In the key [16-17] age range, the accuracy of DS13K was substantially higher than the other services, with 68% of subjects in this range being successfully classified. This improvement is still low performance when considering digital forensic use cases and a threshold for an acceptable accuracy rate should be established. The second-highest accuracy for this range was AWS with 15%. As illustrated previously in Figure 6.5, all the other services tend to overestimate age for subjects in this range, which would lead to underage victims being classified as adults. This overestimation of age is also the primary reason why the accuracy in the top age range [18-25] is higher for these services.

<table>
<thead>
<tr>
<th>Range</th>
<th>AWS</th>
<th>Azure</th>
<th>DEX</th>
<th>DS13K (our approach)</th>
<th>How Old</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-5</td>
<td>0.88</td>
<td>0.69</td>
<td>0.00</td>
<td>0.77</td>
<td>0.78</td>
</tr>
<tr>
<td>6-10</td>
<td>0.43</td>
<td>0.66</td>
<td>0.13</td>
<td>0.44</td>
<td>0.49</td>
</tr>
<tr>
<td>11-15</td>
<td>0.40</td>
<td>0.15</td>
<td>0.25</td>
<td>0.68</td>
<td>0.24</td>
</tr>
<tr>
<td>16-17</td>
<td>0.15</td>
<td>0.00</td>
<td>0.17</td>
<td>0.70</td>
<td>0.03</td>
</tr>
<tr>
<td>18-25</td>
<td>0.87</td>
<td>0.97</td>
<td>0.89</td>
<td>0.553</td>
<td>0.95</td>
</tr>
<tr>
<td>AVG</td>
<td>0.550</td>
<td>0.496</td>
<td>0.293</td>
<td>0.553</td>
<td>0.503</td>
</tr>
</tbody>
</table>

Table 6.5: Accuracy per Group per Service.

Due to the results encountered by the proposed model, and promising figures for an age range which is of interest, because of its proximity to the borderline of adulthood [16-17], it was decided to include the model in the ensemble approach experiment discussed in the next section.

### 6.2.4 Comparison with Ensemble Learning Techniques.

The third experiment was intended to investigate whether ML ensemble techniques can be used to combine all the individual method results as a data fusion approach to improve on the performance exhibited by the existing systems beyond that of each individually.

Given that the existing systems all rely on ML technology, any combination of their results constitutes an ensemble approach. Because the aim of the activity is to compute a predicted age for each subject, regression techniques were considered for this task.

Three standard regression techniques were chosen, namely a logistic regression, gradient boosting and a bagging regressor. These were chosen after observing the results of a number of other regression techniques on this problem. To calculate predicted ages for all of the subjects in the dataset, 10-fold cross validation was used. Here, 90% of the
dataset is used for training, with the regressors tasked with predicting ages for the remaining 10%. The training data consisted of the predicted ages for each subject image provided by five systems: AWS, How-Old.net, Azure, DEX and DS13K. This process is repeated 10 times so that the predictions are computed for the entire dataset.

To evaluate this experiment, the results of the regression output were compared to each of the five input systems. This comparison was conducted in two ways: firstly the overall MAE was calculated for each technique, and following this the classification accuracy was calculated for the same age ranges used in the previous section. The MAE for each technique across the entire age range [0-25] is shown in Table 6.6.

<table>
<thead>
<tr>
<th>Method</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>GradientBoostingRegressor</td>
<td>2.425</td>
</tr>
<tr>
<td>BaggingRegressor</td>
<td>2.623</td>
</tr>
<tr>
<td>LogisticRegression</td>
<td>3.120</td>
</tr>
<tr>
<td>AWS</td>
<td>3.349</td>
</tr>
<tr>
<td>DS13K</td>
<td>3.964</td>
</tr>
<tr>
<td>How-Old.net</td>
<td>5.281</td>
</tr>
<tr>
<td>Azure</td>
<td>5.347</td>
</tr>
<tr>
<td>DEX</td>
<td>6.936</td>
</tr>
</tbody>
</table>

Table 6.6: Mean Absolute Error Rates for the 0-25 Age Range.

This table indicates that the three regression algorithms employed achieve a lower MAE than the individual systems. This is an interesting result in that it demonstrates that the regression models that were used reduce the age estimation error when compared with the individual systems. This strongly motivates further research into regression techniques as a promising method to reducing error rates for the facial age estimation problem. Given that the various systems have different performance characteristics across the age range (as evidenced by the results from Section 6.2.2 in particular), these regression models can learn the characteristics of each in order to reduce this effect when combining their outputs.

Given that regression techniques do have a lower error rate than the other approaches within this age range, it is subsequently of interest to find whether their use is also motivated by their performance on the age-range classification task. When the images are divided into age ranges, the accuracy of the regression techniques was also calculated. This did not require a separate experiment to be run; rather an alternative evaluation was conducted. For this evaluation, the important consideration was whether the specific age predicted by the regressor was within the correct age range for each subject. The accuracy of each regressor for each age range is presented in Table 6.7, and compared with the underlying input systems in Figure 6.7.
<table>
<thead>
<tr>
<th>Range</th>
<th>Logistic Regression</th>
<th>Gradient Boosting</th>
<th>Bagging Regressor</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-5</td>
<td>0.734</td>
<td>0.703</td>
<td>0.707</td>
</tr>
<tr>
<td>6-10</td>
<td>0.575</td>
<td>0.665</td>
<td>0.553</td>
</tr>
<tr>
<td>11-15</td>
<td>0.432</td>
<td>0.391</td>
<td>0.441</td>
</tr>
<tr>
<td>16-17</td>
<td>0.006</td>
<td>0.609</td>
<td>0.428</td>
</tr>
<tr>
<td>18-25</td>
<td>0.867</td>
<td>0.684</td>
<td>0.713</td>
</tr>
<tr>
<td>AVG</td>
<td>0.523</td>
<td>0.611</td>
<td>0.569</td>
</tr>
</tbody>
</table>

Table 6.7: Several regression approaches per age range. In each age range, the best accuracy is observed in bold and in average, the best performer is gradient boosting.

From these, it can be seen that the logistic regression, while achieving an overall MAE better than the underlying systems, does not exhibit a promising pattern in terms of the age ranges. Its accuracy in the key 16-17 age range is below almost all other approaches. In contrast, the Gradient Boosting and Bagging approaches both show positive results in this range, with both achieving higher accuracy than the four third-party services that were used.

For underage subjects, the accuracy rates of AWS, How-Old.net and Azure decrease through age ranges as opposed to the adult range [18-25]. It can be observed in Figure 6.7 that most online services have trouble classifying images in the core [16-17] bracket but that both the Gradient Boosting and Bagging ensemble approaches and the DS13K model have much better accuracy in this range.

Given the results in the previous sections, it is unsurprising that AWS, How-Old.net and Azure have the poorest performance for underage subjects near the borderline. In Section 6.2.2, they are shown to generally overestimate a subject’s age in this range,
thus frequently misclassifying them as adults. Furthermore, the results in Section 6.2.2, specifically Figure 6.6 indicate that their MAE/Year is greater from the region 13 to 19 years of age in the dataset. Unsurprisingly, the classification accuracy reduces as underage ages get closer to the cut-off point of 18. For 17 year old subjects, DEXs MAE/Year is the lowest, meaning that the performance is better for that particular age than the rest of the services, whereas Azure has the worst performance between them. Their tendency to overestimate ages results in higher accuracy figures for overage subjects. An 18 year old is very rarely (less than 10% of the time) misclassified as being underage.

On the other hand, the accuracy of the regression models is much higher than for the underlying systems when averaged over the age ranges. Overall, the Gradient Boosting approach shows the best results. Even for 17 year old subjects, it has a better performance over the rest of ensembles, though failing to beat the DS13K model.

One notable finding is that the ensemble approaches have lower accuracy for subjects who are equal and over 18. This is partially due to the tendency of the underlying systems to overestimate ages, which will naturally lead to high accuracy for overage subjects in the highest age bracket. However, the accuracy of the regression models for overage subjects is far in excess of the accuracy figures for the underlying systems for underage subjects. This is closely related to their overall lower error rates within this age range.

When evaluating this result, it is also important to keep in mind the use cases for these technologies. Arguably the consequences of misclassifying a younger subject as being overage are much more serious than the opposite scenario. If these systems are to be used in a forensic scenario to automatically identify potential victims of child abuse, it is important that such victims are not missed by these systems. Wrongly classifying a child as being older may result in a case not coming to the attention of investigators. In contrast, erroneously allocating an older subject as being younger may ultimately result in wasted investigator effort to examine a situation that is ultimately non-criminal. There is a strong argument to be made that the latter event is much less serious. Even in this scenario, a false positive classification of an adult subject as being underage would trigger a manual evaluation, thus placing investigators in the same position as if the technology was not used.

However, given the multi-year backlog in conducting digital forensic investigations in many jurisdictions [156], clearly an approach that improves accuracy overall is desirable. While the results presented in this section show great promise, it is clear that further work is required to improve the performance of facial age identification even further if it is to be adopted on a wide scale as part of digital forensic investigators’
6.3 VisAGe Dataset Generation Process

In this section we discuss the voting statistics that took place in the dataset generation process. Although the process is assisted by automation, humans take part in the input data and sometimes make mistakes. Further, once the dataset was created, the characteristics and data were extracted such as sample data, distribution, physiological predicted variables, quality of the image, makeup/facial accessories, facial composition, etc. Finally, the amount of human voting efforts is analysed and presented.

6.3.1 Voting Statistics

A binary vote only allows a single answer from two possibilities. For instance, Positive/Negative. For a vote to automatically be positive, three positive votes are required. Similarly, for a vote to be automatically discarded, 2 negative votes are required. When the votes have been completed, if there is a disagreement but there are 2 positive votes, the image is analysed for a second time by an Inspector.

As per Figure 4.9, there are three actors: Voter, Inspector and Q/A Agent. The voting procedure is prone to human error or subject to disagreement; therefore, the Voter has either made a mistake or the vote was qualified as disagreed. The Inspector is the actor that reviews the disagreed images and then resolves the votes to either positive or negative. In Figure 6.8a it can be seen that the majority of male disagreed votes happen in the early ages (1, 2 and 3-year-olds). It can also be seen depicted that negatively resolved votes are predominant at ages 4 and 5. The same behaviour can be seen in graph 6.8b which corresponds to female disagreed votes.

All the actors are able to delete images that are considered inappropriate for the dataset. Nevertheless, the main actor that deleted most images was the Q/A Agent. In Figure 6.9 it is shown that the most deleted photos are for 1 year-old subjects. This being due to the age group having the most occurrences of images through the entire age range as depicted in Figure 6.10.

6.3.2 VisAGe Dataset Characteristics

The distribution of the VisAGe dataset by age and gender is outlined in Section 6.3.2.1. A sample of the dataset is also presented by way of an average image per age per
Figure 6.8: Number of Positively and Negatively Resolved Votes per Age Bracket

gender. The “shape” of VisAGe distribution is down to what was available using the image acquisition methodology. Quality of the images are explored in Section 6.3.2.3 where the resolution, occlusion, blur, noise and exposure of the images are analysed. Section 6.3.2.4 appraises several artificial attributes that have been detected using Microsoft Azure Cognitive services such as the presence of makeup, glasses and other accessories. Furthermore, the natural facial compositions of the subject are examined in Section 6.3.2.5, where the subject’s facial expression and facial hair are taken into account.
6.3.2.1 Dataset Sample and Distribution

An overview of the VisAGE dataset distribution is illustrated in Figure 6.10. The VisAGE dataset is created through the use of Flickr’s repository of CC photographs. Hence, Flickr’s availability for the different age ranges has contributed greatly towards the distribution of the dataset. The strength of the dataset lies predominately in the early stages of youth, where a much denser distribution of records can be observed. The majority of the dataset is comprised of the 1- to 4-year-old age range with image numbers exceeding 1,000 for both female and male categories. A much thinner dispersion of data, however, is present at the teen age range with 12 and 15-year-old males and 14 and 17-year-old female having the least amount of images available (less than 100 records).

A sample of the dataset can be located in Figure 6.11 as an average image per class per gender from the age range 1 to 18. It can be deduced that whilst the colouring of the subjects clothing is an unreliable means of analysis to distinguish the gender of the image, we can still identify that the colour blue is prominently worn by male minors particularly for 1, 3, 9, 10, 17 and 18-year-old’s. This observation is expected if emphasis is given on the stereotypical view that blue is for male children[203].
Figure 6.10: VisAGe Dataset Age Distribution by Gender.
Figure 6.11: Image Average VisAGE.
6.3.2.2 Physiological Predicted Variables

Physiological variables such as age and gender were predicted with the Microsoft Azure Face API. The age field previously mentioned in Table 4.5 represents an estimated “visual age” number in years. It depicts how old a person looks like rather than the actual biological age. The Azure age performance for underage subjects was evaluated in Section 6.2.2 with a recorded MAE of 5.347 for underage subjects tested over a sample of approximately 1,270 images.

The predicted gender was used to separate groups of male and female subjects. Nevertheless, an experiment to measure gender inaccuracies between annotated gender and Azure predicted gender in the VisAGe dataset was accomplished and a percentage of 23.29% failure was obtained. The rate was calculated by the number of wrongly classified gender over the size of the dataset.

6.3.2.3 Quality of Images

Image resolution is defined as the fineness of detail that can be clearly distinguished in an image [19]. It is composed by height and width and the overall image dimensions statistics can be seen depicted in Table 6.8.

A plot of the mean height and width of an image per age is described in Figure 6.12. It is observed that there are images with width and heights over 7,300 pixels. The average images are 2,317.75 x 2,571.87 pixels, this measurement equates approximately to 6 Megapixels. The quality of the dataset can also be measured by several factors such as the ones depicted in Table 6.9: occlusion, blur, noise and exposure.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Height</th>
<th>Width</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>2,317.75</td>
<td>2,571.87</td>
</tr>
<tr>
<td>std</td>
<td>1,140.94</td>
<td>1,348.18</td>
</tr>
<tr>
<td>min</td>
<td>112.00</td>
<td>150.00</td>
</tr>
<tr>
<td>25%</td>
<td>1,426.00</td>
<td>1,500.00</td>
</tr>
<tr>
<td>50%</td>
<td>2,304.00</td>
<td>2,482.00</td>
</tr>
<tr>
<td>75%</td>
<td>3,024.00</td>
<td>3,456.00</td>
</tr>
<tr>
<td>max</td>
<td>7,712.00</td>
<td>7,360.00</td>
</tr>
</tbody>
</table>

Table 6.8: Statistics of Image Dimensions (Height and Width) in Pixels.

Images within the dataset were validated and quality assurance of the images were performed, thus, the occlusion characteristic of the images were predicted to be close to 0. Three main types of occlusion were investigated; mouth, eye and forehead. As forecast, the overall percentage of occlusion present in the images were found to be
Table 6.9: Microsoft Azure Face Application Programming Interface Quality Attributes.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Type I</th>
<th>%</th>
<th>Type II</th>
<th>%</th>
<th>Type III</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>occlusion</td>
<td>mouth</td>
<td>2.22</td>
<td>eye</td>
<td>0.50</td>
<td>forehead</td>
<td>3.69</td>
</tr>
<tr>
<td>exposure</td>
<td>good</td>
<td>87.35</td>
<td>over</td>
<td>10.77</td>
<td>under</td>
<td>1.86</td>
</tr>
<tr>
<td>blur</td>
<td>low</td>
<td>73.91</td>
<td>medium</td>
<td>21.70</td>
<td>high</td>
<td>4.37</td>
</tr>
<tr>
<td>noise</td>
<td>low</td>
<td>70.09</td>
<td>medium</td>
<td>22.23</td>
<td>high</td>
<td>7.66</td>
</tr>
</tbody>
</table>

relatively low with 2.22%, 0.50%, 3.69% for mouth, eye and forehead occlusion respectively. Similarly, a total of 87.35% of the images were found to be of good exposure with only 10.77% and 1.86% of over and under exposure respectively. Another favourable result was also obtained for the blur factor; Only 4.37% of the images were detected to have a high-blur factor with the majority, 73.91% having low-blur factor. Lastly, the noise present in the images were broadly low, 70.09% demonstrated low quantities of noise with only 7.66% of the images experiencing high level of noise. For the full summary of the results obtained for the quality of the images, please refer to Table 6.9. The aforementioned measurements were obtained through the use of Microsoft Azure Face API.
6.3.2.4 Makeup and Accessories

There are occasions when subjects make use of makeup and accessories. Despite the focus towards underage subjects, considerable percentages of facial makeup were found. It was detected that the percentage of makeup usage for both lips and eye amounted to 37.74. As depicted in Figure 6.13a, the ages with most exposure to makeup were 4, 16 and 18-year-olds. In the early ages it can be seen that there is a significant amount of images that are perceived to have makeup. This may be due to the detection being triggered by food colouring that has been transferred to the subject’s facial area, especially in birthday parties.

Facial accessories occurred relatively infrequently. The sum of counts for glasses, headwear and masks were equivalent to 7.41%. The glasses accessory had a 3.93% presence in the dataset. The details can be seen in Figure 6.13b. From 4 years onwards, glasses were present in each age range for female subjects. However, for males, the glasses appeared from 8 years onwards but was not present in each age class. Furthermore, it can be observed that the headwear accessory had the most occurrence in a given age, 1-year-old subjects. Both male and female counterparts for this age had the most subjects displaying head-wear. Conversely, the mask accessories were found to be the least frequent accessory classification type. In general, the majority of its occurrence were found primarily in ages 1 and 2. Overall, we can deduce that accessories were detected predominantly in 1-year-old subjects. The amount of detected accessories decreases gradually per age until the 12 years-old mark point at which the amount of accessories start to rise again.
Figure 6.13: Makeup and Accessories per Age Categories

(a) Stacked Makeup (Eye and Lips)

(b) Count of Accessories (Glasses, Headwear and Mask)
6.3.2.5 Facial Composition of the Subject

Amongst artificial objects that can conceal and distort the subject as discussed in 6.3.2.4, natural occurring components can also affect the subject such as the presence of facial hair, facial expression and positioning of the head.

Whilst the dataset contains images of minors, several images have been detected to possess subjects with varying amount of moustache, beard and sideburns for both genders. It can be ascertained in Figure 6.14 and through manual observation of the images that were afflicted, that the accuracy of the Microsoft Azure Face API tool was not always accurate. It was found that under certain circumstances, images that incorporated some form of occlusion around the mouth and sides of the face such as a mask, food around the face or a shadow, have been incorrectly detected as facial hair.

![Figure 6.14: Predicted Male Facial Hair Counts per Age.](image)

Figure 6.14: Predicted Male Facial Hair Counts per Age.
With the use of Microsoft Azure Face API, a variety of emotions were detected within the VisAGe dataset: neutral, anger, contempt, disgust, fear, happiness, sadness and surprise. The bulk of the subjects were found to have both happy and neutral sentiments as shown on Figure 6.15. On the other hand, an extremely small fraction of the data was found to have the feeling of contempt, disgust, fear and anger. These results were expected as the method employed in gathering the images was based on gathering images from birthday events which can be considered as happy occasions.

![General Distribution of Emotions](image)

**Figure 6.15: General Distribution of Emotions.**

In Figure 6.16, a rising smile intensity can be seen observed. In general, female subjects tend to smile with more intensity than male subjects, with an exception of 8 and 15 year-old males. The peak of intensity for males and females is 8 and 14 years-old respectively.

![Smile Intensity Distribution](image)
Figure 6.16: Mean Smile Intensity per Age per Gender.
Head pose can be a social signal and can be determined by three degrees of freedom: yaw, roll, and pitch. The measured mean head pose angle is variable for yaw and roll within each age group whereas the mean pitch angle value tends to be close to 0. This can be seen in Figure 6.17 and would have been visible in Figure 6.11 if no face alignment was implemented. For the whole dataset, the statistics are shown in Table 6.10. Mean values of -0.72, 0.07, -0.01 are observed for Yaw, Roll and Pitch angles respectively.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Yaw</th>
<th>Roll</th>
<th>Pitch</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>-0.72</td>
<td>0.07</td>
<td>-0.01</td>
</tr>
<tr>
<td>std</td>
<td>12.07</td>
<td>10.24</td>
<td>0.82</td>
</tr>
<tr>
<td>min</td>
<td>-66.00</td>
<td>-47.00</td>
<td>-29.90</td>
</tr>
<tr>
<td>25%</td>
<td>-7.30</td>
<td>-5.60</td>
<td>0.00</td>
</tr>
<tr>
<td>50%</td>
<td>-0.40</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>75%</td>
<td>6.30</td>
<td>5.80</td>
<td>0.00</td>
</tr>
<tr>
<td>max</td>
<td>63.20</td>
<td>50.70</td>
<td>20.40</td>
</tr>
</tbody>
</table>

Table 6.10: Statistics of Head Pose.

Figure 6.17: Mean Head Pose Angle per Age.
Finally, hair distribution has been analysed. The majority of subjects have hair (94.66%) with a low percentage of non-visible hair and bald subjects with 3.57% and 1.76% respectively. Details of hair colour distribution can be seen in Figure 6.18. It is clear that there is a great number of blond subjects in the early years and brown haired subjects are predominant throughout the entire age range.

![Figure 6.18: Counts of Hair Colour per Age.](image)
6.3.3 Voting Human Effort

Each voting was recorded in an ObjectId format as previously explained in Section 5.3.1.2. From this format the date can be extracted. The votes were grouped by day and the minimum and maximum time were obtained. The number of hours worked by day by a user were computed by the difference between the minimum and maximum hours. The voting effort per day per user can be seen depicted in Figure 6.19. The first votes can be seen recorded on the 1st of April 2018. The last votes can be seen on the 1st of January 2020. This amounts to a time span of 1 year 9 months approximately. The number of users was 16 and the effort to complete the voting was around 1,170.17 hours.

![Figure 6.19: Total of Voting Hours per Date per User](image)
6.4 Age Estimation Influencing Factors

Machine annotated attributes have been assessed from the two most prominent cloud-based services. Linear correlations linking the MAD between real age and predicted age have been evaluated to detect the age estimation influencing factors. These have been categorised into weak, mild and strong accordingly to the correlation. Due to the different rates of performance, the two cloud services have been assessed independently. Overall, Microsoft Azure achieves a MAE of 2.082 for the VisAGE dataset, whilst AWS has a MAE of 4.075. Furthermore, the distribution of Er\textsubscript{d} for each class service has been analysed. It must be noted that for all succeeding correlation figures, the attribute error is shown to have a positive perfect degree of correlation to Er\textsubscript{d} (Refer to Equation 4.4). This is expected as any attribute examined with itself produces this behaviour.

6.4.1 Microsoft Azure

Influencing factors affecting Azure’s facial age estimation have been evaluated. Section 6.4.1.1 looks into the distribution of correlations between the Er\textsubscript{d} and the pre-defined machine-extracted attributes in order to identify the influencing factors and their gravity towards the Er\textsubscript{d}. The distribution of significant correlations of greater than or equal to 5 between attributes are outlined in Table 4.5 and the Er\textsubscript{d} for different ages are represented in Figure 6.21.

6.4.1.1 Strong PCC Distribution per Age with Error Difference Greater Than or Equal to 0

The distribution of strong correlation values have been evaluated per age between Er\textsubscript{d} \( \geq 0 \) and the machine-detected attributes. It was observed that one year old’s were the only age that demonstrated any linear correlations. These positive strong correlations were produced by the facial hair attributes: moustache, beard and sideburns. It was anticipated that the presence of facial hair will hinder accurate estimation of facial age. However the cause of facial hair being detected for one-year-old’s was produced by incorrect detection of moustaches and beards (typically from food around the subject’s mouth). Furthermore, no attribute was identified to be of strong influencing factor towards the accuracy of the age estimator for all succeeding ages, when the Er\textsubscript{d} \( \geq 0 \) is considered.
6.4.1.2 Error Distribution

Figure 6.20 is the uni-variate distribution of observations of the $E_{rd}$ value. It can be concluded that the general consensus of Azure’s underage facial age estimation is reasonably accurate, i.e., the majority of scores obtained were relatively low with the bulk of the result being less than or equal to 5. It can be observed that there is a great difference on the amount of results achieving accuracy of $E_{rd} < 5$ versus larger $E_{rd}$ values of greater than or equal to 5. The distribution of strong correlations achieved in Section 6.4.1.1 was further filtered by $E_{rd} < 5$ and $E_{rd} \geq 5$, as discussed in Sections 6.4.1.3 and 6.4.1.4 respectively.

![Histogram of $E_{rd}$](image)

Figure 6.20: Distribution of $E_{rd}$ per age using Microsoft Azure Face API predictions.
6.4.1.3 Strong PCC Distribution per Age With Er\(d\) Less Than 5

Whenever Azure’s facial age estimation demonstrates a high level of accuracy, achieving error margins \(\leq 5\), the distribution of \(|PCC| \geq 0.5\) presented no correlating data attributes across all ages. These results were similar to that obtained in Section 6.4.1.1. It can be concluded that no influencing factors have been identified to be associated with the estimator achieving good results.

6.4.1.4 Strong PCC Distribution per Age With Er\(d\) Greater Than 5

Conversely, when the accuracy of the estimator declines beyond the error margins of 5, the distribution of strong correlations have been identified between attributes and the estimator’s Er\(d\) occurring on ages 1, 2, 4 to 7 and again on 9 to 10 years old, as shown on Figure 6.21. No distribution of strong correlation was detected for ages 3, 8 and 11 to 18 where Er\(d\) is set to greater than 5. To delve further into identifying the attributes triggering these results and by what magnitude, Figures 6.22, 6.23, 6.24 and 6.25 outline the distribution of the aforementioned PCC values according to specific attributes for each age.

For one year-old subjects, an interquartile range (IQR) of strong correlation values around 0.5 to 0.75 were detected, as shown in the Figure 6.21, with outliers lying in the negative region. Figure 6.22 confirms that this outcome was the result of the age displaying strong correlations of 0.81 for underExposure, noiseLevel_medium, sideburns, moustache and beard. These noted attributes, as shown in Table 6.11, were found to have a strong linear influence to the decline in the accuracy of the Azure’s age estimator for one year old’s. Equally, attributes that displayed strong negative correlations of -0.55 and -0.81 for noiseLevel_low and goodExposure respectively, were found to have linear influence in the improvement of estimator’s performance accuracy. Furthermore, these two negative attributes contributed to the outliers in the data for age one. Such strong PCC values obtained in the age were not expected as a more diverse set of PCC figures were thought to be more probable.

In Figure 6.21, a similar IQR has been found for 2 year old’s. This IQR lies just above the 0.25 to 0.75 range denoting that attributes with PCC values \(\geq 0.5\) were close to the 0.5 benchmark. By referring to Figure 6.22, it is confirmed that strong correlating attributes had a magnitude of 0.52 and 0.51. The former value corresponds to the manual annotated female gender attribute _gender_female_. The latter corresponds to the contempt expression. It is observed that for 2 year-old subjects, the manual gender annotation for females had a stronger correlation than it’s machine-annotated version, with age
estimation accuracy. In comparison to the preceding age, two year old’s presented with more diverse assortment of attributes, only 3 of the attributes managed to achieve strong correlation values of over 0.5 in magnitude; these strong influencing attributes ($|\text{PCC}| > 0.5$) are outlined in Table 6.11. Gender was the key prominent attribute that influenced the increase and decrease of $E_{rd}$ for two year old’s; female subjects caused a decline in accuracy for 2 year old’s, whilst male subjects were found to linearly influence the incline of the accuracy. Additionally, emotion of contempt was also found to be a strong influencing factor affecting the accuracy for two year old’s. All succeeding ages, as shown on both Figures 6.21 and 6.26, present no strong negative correlation above the -0.5 threshold. Therefore no influencing factors have been identified that elevate the gravity of the $E_{rd}$ for ages 3 and above. Moreover, for 4 year old’s, Figure 6.22 illustrates only one attribute to have strong association with the accuracy of the age estimator; emotion of anger with value 0.55.

Ages 5, 6, 9 and 10 all exhibit forms of facial hair correlations with the performance of Azure’s facial age estimation on the underage dataset (again, miscategorisations at
these ages). In particular, age five has both beard and sideburns attributes with strong correlation PCC values of 0.55. Similarly, both attributes have also been connected to age 6 with correlation PCC values of 0.52 and 0.62 respectively and again on age 10 for beard. Another facial hair attribute, moustache, has also been consistently detected across the 6 to 10 age range as shown on Table 6.11. Overall, it can be deduced that misidentification of facial hair has shown prominence in influencing the decline in the facial age estimator’s accuracy for the underage age group. Further research is required to identify the underlying cause of these attributes being detected for the underage age group, particularly under 10s. Conversely, age seven did not present with any correlation towards facial hair. Instead, as shown on Figure 6.23, blurLevel_high

Figure 6.22: Azure: Strong Correlations between Attributes and $E_{d} > 5$ for Ages 1 and 2.
Figure 6.23: Azure: Strong Correlations between Attributes and \( E_{rd} > 5 \) for Ages 4 and 5.

was the only strong correlating attribute detected. Moreover, for age nine, along with the correlation to the moustache facial hair, *SwimmingGoggles* were also found to have strong correlation to the \( E_{rd} \) with PCC value of 0.78.
Figure 6.24: Azure: Strong Correlations between Attributes and Er_{d} > 5 for Ages 6 and 7.
Figure 6.25: Azure: Strong Correlations between Attributes and $E_{rd} > 5$ for Ages 9 and 10.
Table 6.11: Azure: Strong (Black) and Mild (Grey) Influencing Factors with $E_{rd} > 5$.
Note: ages where only weak correlations (between $E_{rd}$ and attributes) were discovered are omitted for readability.

<table>
<thead>
<tr>
<th>Attribute Name</th>
<th>Degree of Correlation with $E_{rd}$</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>17</th>
</tr>
</thead>
<tbody>
<tr>
<td>underExposure</td>
<td>0.81</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>goodExposure</td>
<td>-0.81</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.33</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>overExposure</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.36</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>noiseLevel_medium</td>
<td>0.81</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>noiseLevel_low</td>
<td>-0.55</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>blurLevel_low</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.33</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>blurLevel_medium</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.33</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>blurLevel_high</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.31</td>
<td>0.58</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sideburns</td>
<td>0.81</td>
<td></td>
<td>0.55</td>
<td>0.62</td>
<td>0.46</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>moustache</td>
<td>0.81</td>
<td></td>
<td>0.48</td>
<td>0.51</td>
<td>0.5</td>
<td>0.56</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>beard</td>
<td>0.81</td>
<td></td>
<td>0.55</td>
<td>0.52</td>
<td>0.3</td>
<td>0.52</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>bald</td>
<td></td>
<td></td>
<td>0.34</td>
<td></td>
<td>0.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>hair_color_brown</td>
<td>0.38</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>hair_color_gray</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.41</td>
</tr>
<tr>
<td>hair_color_red</td>
<td>-0.36</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>fce_red</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.44</td>
<td></td>
</tr>
<tr>
<td>fce_blue</td>
<td>-0.38</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>fce_green</td>
<td>-0.35</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>gender_female</td>
<td>-0.32</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.52</td>
<td></td>
<td></td>
</tr>
<tr>
<td>gender_male</td>
<td>0.32</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.52</td>
<td></td>
<td></td>
</tr>
<tr>
<td>contempt</td>
<td>0.44</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>anger</td>
<td>0.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.55</td>
<td></td>
</tr>
<tr>
<td>sadness</td>
<td>0.39</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>fear</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.41</td>
<td></td>
<td></td>
</tr>
<tr>
<td>disgust</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.31</td>
<td></td>
<td></td>
</tr>
<tr>
<td>surprise</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.43</td>
</tr>
<tr>
<td>foreheadOccluded_1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.38</td>
</tr>
<tr>
<td>foreheadOccluded_0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.38</td>
</tr>
<tr>
<td>invisible_True</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.44</td>
</tr>
<tr>
<td>NoGlasses</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SwimmingGoggles</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ReadingGlasses</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sunglasses</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>lipMakeup_True</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>lipMakeup_False</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Note: ages where only weak correlations (between $E_{rd}$ and attributes) were discovered are omitted for readability.*
Figure 6.26: Azure: Correlations per Age with Er_d > 5.
6.4.1.5 Mild Correlations

Mild correlations have been defined as PCC values between 0.30 to 0.49. Human biometric factors have been playing both strong and mild roles in influencing the accuracy of the age estimations. In addition to the aforementioned biometric attributes, hair colour and skin tone have been found to have mild correlation with $E_{rd} > 5$, as shown in Table 6.11. The presence of bald, and brown and grey hair colours on subjects contribute to a higher $E_{rd}$. The correlation of $\text{hair\_color\_gray}$ with $E_{rd}$ was expected as the hair colour is often associated with older adult age ranges. Red hair colour, however, was found to have negative correlation value of -0.36 for one year old’s. Furthermore, skin tone (as measured by the FCE attribute) have been detected to have mild correlation to the accuracy of the facial age estimation. In particular, it can be observed that presence of any detected level of FCE on a subject linearly correlates to a more accurate age estimation; $\text{fce\_red}$, $\text{fce\_blue}$ and $\text{fce\_green}$ all demonstrate a negative correlation for ages one and five.

Other bio-metrics that showed strong correlations have also displayed mild correlation values. Mild correlation results for facial hair, as shown on Table 6.11, are inline with the findings in Section 6.4.1.4. Conversely, a bias towards male subjects was highlighted in Section 6.4.1.4. Upon analysing the mild correlations, the female gender attribute has a mild negative PCC of -0.32 verses 0.32 for males. Contempt and anger were the two emotional attributes detected to strongly influence the accuracy of age estimation. In addition to these, emotion of sadness, fear, disgust and surprise were also detected to influence the accuracy of age estimation – however, only in a mild manner. In general, the detection of emotion whether with strong or mild correlation, has linear influence in the decrease of the age estimation performance.

Similarly, the same can be said for the quality of image; the higher level of noise and exposure, presence of blur and occlusion all have linear correlations to higher values of $E_{rd}$. Glasses were predominantly found in the older age range – particularly on ages 9, 10, 11 and 17. Its correlation values imply mild to strong correlation with $E_{rd}$. Therefore, this is identified as an influencing factor towards Azure’s facial age estimation. Moreover, the detection of mild negative correlations of the attribute $\text{NoGlasses}$ substantiates this finding. This was expected as presence of glasses can distort and provide occlusion to a subjects’ face. Similar to glasses, the detection of lip makeup has been found to be mildly associated with $E_{rd}$ with attribute $\text{lipMakeup\_False}$ substantiating the result through an opposite correlation with equal gravity.
6.4.2 Amazon Rekognition (AWS)

In this section we explore the functionality of AWS, analyse its age estimation accuracy and identify factors that contributed to the results.

6.4.2.1 Error Distribution

Figure 6.27 shows the error tolerance distribution. The majority of errors had low Er\textsubscript{d} (between 0 and 5) signifying that AWS Rekognition’s accuracy was within a degree of approximately ±5 for most underage single-faced images processed. A significantly smaller portion of the age estimations had Er\textsubscript{d} ≥ 10.

![Histogram of Er\textsubscript{d}](image)

Figure 6.27: AWS: Distribution of Er\textsubscript{d}.

6.4.2.2 Strong PCC Distribution per Age with Er\textsubscript{d} greater than 5

Figure 6.28 illustrates the correlations between the attributes and the AWS Er\textsubscript{d} > 5. This figure verifies that there are no strong or mild linear correlations between attributes, as shown in Table 4.6. While there are a variety of attributes found to have weak associations with Er\textsubscript{d} > 5, there are no strong influencing factors that affect the AWS
accuracy when the error margin is greater than 5, as shown in Table 4.6. This investigation was replicated for $\text{Er}_d \geq 0$ and $\text{Er}_d \leq 5$ inline with the investigation process used for Azure. A similar result with $\text{Er}_d > 5$ obtained for all other values of $\text{Er}_d$. There were no strong correlations identified. Therefore, from the conclusive results obtained for AWS Rekognition, it can be concluded that there are no influencing factors that contribute to the magnitude of its facial age estimation accuracy. Baring in mind that these correlation results are based on PCC, mild to strong nonlinear correlation may still exist. Further study is required to investigate potential nonlinear correlations.
6.5 DeepUAge

An age balanced dataset of 16,000 images was prepared. This dataset was discussed in Section 4.5.2.1. 80% of the images were used for training and 20% were used for validation. The training stopped on 87 epochs, maintained a loss under 1.799 with a favourable MAE of 1.57 years and 2.79 years for training and validation respectively. The model was further tested with 1,000 additional images that were gathered from the UTKFace dataset [270] and the dataset generator. These images amounted to 50 images per class. The testing achieved a MAE of 2.73 years.

In the process of creating the DeepUAge model, the DCA approach was developed. Its efficiency in pre-processing has been evaluated in comparison to other pre-processing techniques. It produced a MAE of 2.73 years, which was the best performing of all the approaches evaluated. The results for this experiment can be found in Table 6.12. The accuracy of the DeepUAge model in both validation and testing in comparison with other facial age estimators for underage subjects is outlined in Section 6.5.1.3.

<table>
<thead>
<tr>
<th>Approach</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCA</td>
<td>2.73</td>
</tr>
<tr>
<td>Face++ contour</td>
<td>2.79</td>
</tr>
<tr>
<td>Dlib contour aligned</td>
<td>4.01</td>
</tr>
<tr>
<td>Dlib contour non-aligned</td>
<td>4.28</td>
</tr>
<tr>
<td>Dlib cropped</td>
<td>5.31</td>
</tr>
<tr>
<td>Non-processed</td>
<td>5.71</td>
</tr>
</tbody>
</table>

Table 6.12: Results of Different Pre-Processing Techniques

6.5.1 Evaluation

6.5.1.1 DCA and Other Pre-Processing Techniques

By separating the age estimation problem into a smaller scope of age range, it was possible to validate the input data of juveniles used to train the model. As the data used was not only frontal “passport photo style” facial images, pre-processing procedures have been adopted to minimise any negative impact of noise on the final results.

Several types of existing pre-processing techniques were evaluated; dlib contour aligned, dlib contour non-aligned, dlib cropped, and Face++ contour. Variations of the dlib approaches all produced a MAE greater than 4 years. In particular, the dlib cropped technique was found to perform almost equally as not using a pre-processing filter at all. Additionally, even the best performing dlib contour aligned,
was still 43.72% greater in MAE versus the Face++ contour. But, due to the unsuitability of Face++ for CSEM investigation, the technique was deemed unusable for the DeepUAge model. This motivated the development of the DCA facial cropping techniques, which nonetheless achieved better results than all other pre-processing techniques evaluated.

6.5.1.2 DeepUAge Performance

Figure 6.29: DeepUAge - Real Age vs Predicted Age

Figure 6.29 illustrates a box plot of real age vs. DeepUAge predicted age where accuracy and precision for the age range 1-20 can be observed. Ages 18 and 20 have the largest range of predicted age. Whilst the model manages to obtain correct classification for both ages, the performance score for these classification age ranges is low. Instead, the correct age prediction is found at the maximum whiskers of the data for the age of 20 and at the 3rd quartile of the data distribution for the age of 18.

Similar results can be seen across the age range 14 to 20 where the correct age lies between the maximum and 3rd quartile of the classification distribution. Conversely,
the reverse can be observed on the opposite end of the age spectrum where younger ages are often overestimated. It can be observed that for ages 1, 5, 8 and 10 the minimum of the classification distribution contained the correct catalogue of the images. Furthermore, for ages 2, 3, 9 and 11 the correct predicted age is between the minimum and the 1st quartile of the classification distribution. There are several outliers across all ages, predominately in ages 7, 13, 16, 17 and 19, where 4 or more outliers can be observed.

6.5.1.3 Comparison of DeepUAge and Other Estimation Techniques

State-of-the-art age estimators were compared against DeepUAge, with the same testing set used for the pre-processing comparisons, and the same pre-processing approach (DCA approach applied to DeepUAge). The test performance achieved is inline with the state-of-the-art age estimation classifiers. The testing MAE of 2.73 for DeepUAge indicates that the average magnitude of the model error was significantly lower than that of its alternatives. The top 3 performers found in descending order were DeepUAge, Microsoft Azure Face API, followed by Amazon Rekognition, as can be seen in Table 6.13. Both Microsoft’s and Amazon’s approaches were side by side in performance with only being 0.14 MAE apart. DeepUAge stood at 0.87 MAE better than Microsoft Azure Face API and exceeding Amazon Rekognition by a MAE of 1.01.

<table>
<thead>
<tr>
<th>Approach</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeepUAge Test</td>
<td>2.73</td>
</tr>
<tr>
<td>Microsoft Azure Face API</td>
<td>3.60</td>
</tr>
<tr>
<td>Amazon Rekognition</td>
<td>3.74</td>
</tr>
<tr>
<td>Dummy estimator (All assumed 10 y/o)</td>
<td>5.00</td>
</tr>
<tr>
<td>Face++</td>
<td>18.21</td>
</tr>
<tr>
<td>IMDB-WIKI WideResNet [218]</td>
<td>20.43</td>
</tr>
</tbody>
</table>

Table 6.13: Evaluation of Facial Age Estimators for Underage Subjects

Despite obtaining the best results of the age estimators evaluated, DeepUAge has a logarithmic loss (the variation of the actual label from the machine learning model predicted value) of 1.799. Our goal is to decrease this value further to as close to 0 as possible and is addressed as future work. Although IMDB-WIKI WideResNet was trained on a large celebrity dataset (over half a million images), it had the lowest performance. Along with Face++, both estimators had the poorest performance overall. The dummy estimator (an approach which classifies images to a fixed predicted age of 10) managed to surpass the performance of two intricate algorithms. This result can be due to the failure to validate age labels and the lack of images in the underage age.
As shown in Table 6.13, the overall performance of DeepUAge was found to be best compared with the other models evaluated. This is demonstrated at a better granularity in Figure 6.30 where DeepUAge is shown to catalogue age 9 to 18 with a higher accuracy than those of the other age predicting services. In reference to Figure 6.29, it can be further concluded that the precision of DeepUAge is at its peak for ages 7, 8, 10, 13, 16 and 17. In particular, it is most accurate at age classification of 13 and 17 year old’s; therefore providing better age classification techniques for “early adolescent (age 10 to 14) and late adolescent (age 15 to 19) years” [231]. This age range is important in CSEM investigations because it covers subjects within the borderline of adulthood.

![Figure 6.30: Average Difference per Age per Facial Age Predictor.](image)

The performance of online age estimation services (for the underage group) such as AWS and Azure without the DCA approach can be observed in Table 6.4. With a MAE of 3.349 and 5.347 respectively. Although the dataset employed is quite similar, it can be observed that with the DCA approach there was an improvement only for the Microsoft Azure Face API approach.
6.6 Vec2UAge

The mixed dataset discussed in Section 4.5.3.1 was employed. All faces in the images were detected and cropped, as described in Section 4.5.3.2, and the facial vectors calculated. Images for training were generated with the relevant data augmentation techniques, as explained in Section 4.5.3.4, to a total of 90k (5k per class, 18 classes in total), a stratified shuffle split was applied to the test dataset to divide it into 2 equal sub-datasets. Both the validation and testing dataset accounted to 4,500 images each.

A 4-layered neural network was selected with 512, 256, 128 and 1 units per layer respectively. Each hidden layer used a ReLU activation function. The input to the network was the array of 512 facial vectors and the output an age regressor. The optimisation algorithms chosen were ADAM, ADAGRAD, SGD and SWA. Two sets of 20 experiments each were performed with the aid of Neptune, a light-weight management tool that keeps track of ML experiments [186]. The first set of experiments, $D1$, correspond to a initial fixed LR of $1e^{-4}$ for ADAM, ADAGRAD and SGD, and $1e^{-5}$ for SWA. Conversely, the second set of 20 experiments ($E1$) correspond to the use of a tool as guidance for choosing an optimal initial LR. This tool is based on cyclic learning rates proposed by Smith [233]

The choice of the loss function was the simplest and most common MSE. The main metrics used to measure the loss were MSE and MAE. The MAE is the absolute mean average difference between the predicted age and the real age. Lastly, the number of epochs selected was 100, but early stopping was implemented. This is helpful to reduce the LR as the number of training epochs increases and therefore, a LR scheduler was applied.

6.6.1 Evaluation of the Experiments

The set of experiments $D1$ and $E1$ have been logged entirely using Neptune. Up to 10 experiments can be compared simultaneously and there is an API feature that allows the integration with python through the `neptune.sessions` library. To ensure full reproducibility from run to run, `pytorch-lightning` supports deterministic experiments. Additionally, the seeds for pseudo-random generators have been logged in Neptune and the experiment results are duplicable and openly available at https://ui.neptune.ai/4nd4/Vec2UAge/.
6.6.2 D1 - Evaluation of the MAE Distribution with a Fixed Initial Learning Rate

The effects of the fixed initial values of LR ($1e^{-4}$ for ADAGRAD, ADAM and SGD, and $1e^{-5}$ for SWA) can be seen in Figure 6.31. ADAGRAD yielded the worst performing results for training, validation and test. Nevertheless, the consistency of values of the validation and test loss is denoted by a spread of 0.05 and visible in both the figure and in Table 6.14. It can be seen that the ADAM algorithm surpassed the performance of the other optimisers for training and testing. Moreover, the data was the least sparse for all the losses. The validation and test MAE for SGD was consistent and the standard deviation was low. Therefore, there was not a significant spread of data. It was a stable optimiser that produced models as low as 2.51. Lastly, SWA although not achieving the best performing training and validation values, managed to achieve models for validation as low as 2.43, and had the best performing model and mean for testing.

In terms of the difference between training and test/validation sets, for ADAGRAD, the mean training accuracy is the same as the mean testing accuracy but testing has the data less disperse. For ADAM, the mean training MAE is the lowest, validation and test have the same mean and variance. For SGD, the mean training accuracy is lower than both validation and test, but test has the lowest value. Finally, for SWA, the testing accuracy is better than the validation accuracy and has less variance. It would usually be expected that the training accuracy surpasses validation and testing. Also it is quite common that the testing accuracy is lower than the validation accuracy. But in these set of experiments, there are certain behaviours that could have happened due to data bias.

Overall, the best performer for the experiment set D1 was the ADAM optimiser approach with a fixed initial LR of $1e^{-4}$. The outcome produced models in test with a mean of 2.49 and MAEs as low as 2.46. The criteria to pick the best optimiser was to sum the count of minimum values per statistic per loss.
Figure 6.31: Mean Absolute Error Distribution per Optimiser for Training/Validation/Test (Using a Fixed Initial Learning Rate)

<table>
<thead>
<tr>
<th>optimiser</th>
<th>mae</th>
<th>mean</th>
<th>std</th>
<th>val_mae</th>
<th>mean</th>
<th>std</th>
<th>test_mae</th>
<th>mean</th>
<th>std</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>min</td>
<td>mean</td>
<td>std</td>
<td>min</td>
<td>mean</td>
<td>std</td>
<td>min</td>
<td>mean</td>
<td>std</td>
</tr>
<tr>
<td>ADAGRAD</td>
<td>2.56</td>
<td>3.19</td>
<td>0.31</td>
<td>3.12</td>
<td>3.20</td>
<td>0.05</td>
<td>3.13</td>
<td>3.19</td>
<td>0.05</td>
</tr>
<tr>
<td>ADAM</td>
<td>1.59</td>
<td>2.07</td>
<td>0.20</td>
<td>2.45</td>
<td>2.49</td>
<td>0.02</td>
<td>2.46</td>
<td>2.49</td>
<td>0.02</td>
</tr>
<tr>
<td>SGD</td>
<td>1.94</td>
<td>2.62</td>
<td>0.32</td>
<td>2.51</td>
<td>2.56</td>
<td>0.03</td>
<td>2.49</td>
<td>2.55</td>
<td>0.03</td>
</tr>
<tr>
<td>SWA</td>
<td>1.68</td>
<td>2.09</td>
<td>0.28</td>
<td>2.43</td>
<td>2.57</td>
<td>0.09</td>
<td>2.39</td>
<td>2.48</td>
<td>0.04</td>
</tr>
</tbody>
</table>

Table 6.14: Experiment D1: Statistics of Mean Absolute Error in Training/Validation/Test (Fixed Learning Rate of $1e^{-4}$ for ADAGRAD, ADAM and SGD; and $1e^{-5}$ for SWA)
6.6.3 E1 - Evaluation of the MAE Distribution with an Initial LR Finder

The effects of the usage of the LR finder to obtain the initial learning rate can be seen in Figure 6.32. It is observed that the validation values are consistently clustered except for the ones seen in the ADAM algorithm. ADAGRAD had low sparse data throughout training, validation and test losses. Conversely, the performance was not as good as the rest of the optimisers (ADAM, SGD, SWA). It is noticeable that ADAM had the highest standard deviation figures with 1.23, 0.93 and 0.92 in training, validation and testing, respectively, as can be seen in Table 6.15. Next, SGD performed better than the rest of the optimisers followed by SWA. The winning results were consistent for all the statistical evaluations besides the standard deviation for training, which was slightly inferior than SWA. Experiment E1 produced models with MAEs as low as 2.36. The same criteria used in Section 6.6.2 to pick the best optimisers was applied.

In terms of the difference between training and test/validation sets, for ADAGRAD, the mean accuracy behaves as expected. Although the test accuracy is close to the validation accuracy, the validation has less dispersion. For ADAM, the mean accuracy for test is higher than validation but both have high standard deviation values. For SGD, the mean training accuracy is lower than both validation and test which have the same mean values. Finally, for SWA, the testing accuracy is better than the validation accuracy and has less variance. In general, the values from experiment E1 are more accurate with an exception of the ADAM optimiser. Nevertheless the variation in training/testing/validation is in average higher for E1.
6.6.4 Details of Winning Optimisation Approaches

The best performer in $D1$ is the experiment $VEC-403$ with a validation MAE of 2.48 and a test MAE of 2.39. The next best performer is $VEC-394$ with values of 2.51 and 2.42 for validation and test losses respectively. The numbers of each experiment with the corresponding seed and losses can be seen in Table 6.16.
Table 6.16: Experiment D1: Validation Mean Absolute Error with Stochastic Weight Averaging Optimiser and Fixed LR of $1e^{-5}$. The top 3 performers are highlighted.

<table>
<thead>
<tr>
<th>id</th>
<th>seed</th>
<th>val_mae</th>
<th>test_mae</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>VEC-382</td>
<td>7399</td>
<td>2.43</td>
</tr>
<tr>
<td>2</td>
<td>VEC-383</td>
<td>2125</td>
<td>2.71</td>
</tr>
<tr>
<td>3</td>
<td>VEC-384</td>
<td>7889</td>
<td>2.51</td>
</tr>
<tr>
<td>4</td>
<td>VEC-386</td>
<td>1167</td>
<td>2.67</td>
</tr>
<tr>
<td>5</td>
<td>VEC-387</td>
<td>3512</td>
<td>2.52</td>
</tr>
<tr>
<td>6</td>
<td>VEC-388</td>
<td>9970</td>
<td>2.65</td>
</tr>
<tr>
<td>7</td>
<td>VEC-389</td>
<td>7698</td>
<td>2.71</td>
</tr>
<tr>
<td>8</td>
<td>VEC-391</td>
<td>8659</td>
<td>2.53</td>
</tr>
<tr>
<td>9</td>
<td>VEC-392</td>
<td>8010</td>
<td>2.57</td>
</tr>
<tr>
<td>10</td>
<td>VEC-393</td>
<td>6904</td>
<td>2.49</td>
</tr>
<tr>
<td>11</td>
<td>VEC-394</td>
<td>4422</td>
<td>2.51</td>
</tr>
<tr>
<td>12</td>
<td>VEC-396</td>
<td>7310</td>
<td>2.48</td>
</tr>
<tr>
<td>13</td>
<td>VEC-397</td>
<td>2086</td>
<td>2.60</td>
</tr>
<tr>
<td>14</td>
<td>VEC-398</td>
<td>6547</td>
<td>2.56</td>
</tr>
<tr>
<td>15</td>
<td>VEC-399</td>
<td>3781</td>
<td>2.67</td>
</tr>
<tr>
<td>16</td>
<td>VEC-401</td>
<td>6587</td>
<td>2.70</td>
</tr>
<tr>
<td>17</td>
<td>VEC-402</td>
<td>9677</td>
<td>2.46</td>
</tr>
<tr>
<td>18</td>
<td>VEC-403</td>
<td>6569</td>
<td>2.48</td>
</tr>
<tr>
<td>19</td>
<td>VEC-404</td>
<td>3131</td>
<td>2.56</td>
</tr>
<tr>
<td>20</td>
<td>VEC-406</td>
<td>75</td>
<td>2.55</td>
</tr>
</tbody>
</table>

The best performer in E1 is the experiment VEC-295 with a validation MAE of 2.44 and a test MAE of 2.36. The next best performer is VEC-286 with values of 2.46 and 2.36 for validation and test respectively. Both leading experiments had almost the same outcome; the numbers of each experiment with the corresponding seed, LR and losses can be seen in Table 6.17.

The winning model (experiment VEC-295) was an outcome of a SGD optimisation approach with an initial optimal LR of 0.0302. The model produced a MAE in validation and test of 2.46 and 2.36 respectively. The performance per age for the top 3 best performing experiments D1 and E1 can be seen in Figure 6.33. The winning model had a MAD performance range between 1.84 and 4.47. The performance was at its best for 2, 12 and 14 year-old subjects. The trend of the other experiments (VEC-295, VEC-286 & VEC-311) are similar. As can be seen in Figure 6.33b, they each perform well for 12-year-old subjects and the performance starts decreasing from 14 year-old’s on-wards in an exponential manner. In a similar way, the top 3 best performers for experiment D1 have a behaviour inline with experiment E1 with a good performance in 12 and 14 year-old subjects while having an exponential decrease in performance from 14 year-old.
<table>
<thead>
<tr>
<th>id</th>
<th>seed</th>
<th>lr</th>
<th>val_mae</th>
<th>test_mae</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 VEC-283</td>
<td>6628</td>
<td>0.0251</td>
<td>2.36</td>
<td>2.52</td>
</tr>
<tr>
<td>2 VEC-286</td>
<td>7122</td>
<td>0.0209</td>
<td>2.46</td>
<td>2.36</td>
</tr>
<tr>
<td>3 VEC-291</td>
<td>426</td>
<td>0.0251</td>
<td>2.46</td>
<td>2.45</td>
</tr>
<tr>
<td>4 VEC-295</td>
<td>6532</td>
<td>0.0302</td>
<td>2.44</td>
<td>2.36</td>
</tr>
<tr>
<td>5 VEC-301</td>
<td>420</td>
<td>0.0209</td>
<td>2.47</td>
<td>2.37</td>
</tr>
<tr>
<td>6 VEC-304</td>
<td>9010</td>
<td>0.0251</td>
<td>2.44</td>
<td>2.42</td>
</tr>
<tr>
<td>7 VEC-307</td>
<td>958</td>
<td>0.0251</td>
<td>2.39</td>
<td>2.44</td>
</tr>
<tr>
<td>8 VEC-311</td>
<td>6795</td>
<td>0.0251</td>
<td>2.44</td>
<td>2.38</td>
</tr>
<tr>
<td>9 VEC-314</td>
<td>1298</td>
<td>0.0251</td>
<td>2.45</td>
<td>2.41</td>
</tr>
<tr>
<td>10 VEC-321</td>
<td>9701</td>
<td>0.0363</td>
<td>2.39</td>
<td>2.40</td>
</tr>
<tr>
<td>11 VEC-325</td>
<td>8329</td>
<td>0.0251</td>
<td>2.44</td>
<td>2.42</td>
</tr>
<tr>
<td>12 VEC-330</td>
<td>4202</td>
<td>0.0251</td>
<td>2.42</td>
<td>2.46</td>
</tr>
<tr>
<td>13 VEC-334</td>
<td>1532</td>
<td>0.0302</td>
<td>2.41</td>
<td>2.42</td>
</tr>
<tr>
<td>14 VEC-337</td>
<td>2646</td>
<td>0.0251</td>
<td>2.43</td>
<td>2.39</td>
</tr>
<tr>
<td>15 VEC-340</td>
<td>2952</td>
<td>0.0251</td>
<td>2.42</td>
<td>2.46</td>
</tr>
<tr>
<td>16 VEC-343</td>
<td>2158</td>
<td>0.0437</td>
<td>2.44</td>
<td>2.40</td>
</tr>
<tr>
<td>17 VEC-346</td>
<td>5482</td>
<td>0.0251</td>
<td>2.41</td>
<td>2.44</td>
</tr>
<tr>
<td>18 VEC-349</td>
<td>4667</td>
<td>0.0251</td>
<td>2.44</td>
<td>2.44</td>
</tr>
<tr>
<td>19 VEC-352</td>
<td>6527</td>
<td>0.0251</td>
<td>2.37</td>
<td>2.48</td>
</tr>
<tr>
<td>20 VEC-354</td>
<td>6811</td>
<td>0.0251</td>
<td>2.42</td>
<td>2.50</td>
</tr>
</tbody>
</table>

Table 6.17: Experiment E1: Validation Mean Absolute Error with Stochastic Gradient Descent Optimiser and LR Finder [233]. The top 3 performers are highlighted.

old’s on-wards, as can be seen in Figure 6.33a.

In both experiments, it is observed that in the age range 14 to 18, there are significant changes of MAD. This age range coincides with the teen group (with 14 being in some cases the beginning of puberty) where the facial vector approach starts decreasing performance. However, our model performs well under a MAE of 2.5 (which surpasses state-of-the-art performance) for 1 year-old’s to preteens.
(a) Experiment D1 - Stochastic Gradient Descent Fixed Initial LR approach.

(b) Experiment E1 - Stochastic Weight Averaging LR finder approach

Figure 6.33: Performance per Age for the Top 3 Best Performers
Running Times and Convergence

The runtime is associated to convergence due to the implementation of early stopping for each experiment. Once the loss function ceased to improve with a patience of 10 epochs, the training was stopped. Each optimiser was automatically logged to Neptune and further evaluated for both experiment $D1$ and $E1$. The hardware used has a central processing unit (CPU) processor of 2.8GHz (Quad-Core Intel Core i7), memory of 16GB 1600 Mhz DDR3 and an Intel Iris Pro 1536 graphics card.

The SWA optimiser was able to converge the fastest compared to the rest of the algorithms in experiment $D1$ with a mean value of approximately 7 minutes. Similar performance occurred in experiment $E1$ for which its mean running time was inline with that of SGD with an approximate value of 13 minutes. Despite achieving a low runtime average in $E1$, the SGD algorithm performed the slowest of all algorithms executed for experiment $D1$. This indicates that SGD struggles with a fixed initial LR of $1e^{-4}$.

It is clear that in $D1$ the run time average for the different algorithms varied greatly from each other particularly when compared to its $E1$ counterpart, which has significantly less dispersion between the mean runtime of the algorithms as shown in Figure 6.34. This suggests that $E1$ has a more controlled runtime out of the two experiments. Moreover, with the exception of ADAM, the rest of the algorithms were also found to perform faster in $E1$. These outcomes were due to the automatic LR finder [233], which was made available in experiment $E1$. 
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Figure 6.34: Average Runtime per Optimisation Algorithms for Experiments D1 and E1
6.7 Summary of Model Results

The summary of the models that were created throughout the research are listed in Table 6.18 with the respective dissemination venues. It can be noticed that the models are designed for specifically the underage age and early adulthood group. Each model is linked to a specific dataset. The specific dataset is an evolution of the data. Unlike the early approach, the size of the dataset has been increasing. This is due to the refinement of the dataset. Whereas the early stage lacked such refinement. The neural networks (NN) used were VGG16, ResNet50 and a 4-Layered NN. Image quality, i.e., blur, noise, exposure and resolution was not measured but image size was recorded. Nevertheless, for the early approach it was not logged. The pre-processing algorithms used were the Azure landmark detector, dlib and the DCA approach. The type of algorithms used to solve to age estimation problem were either Classification, Regression or Hybrid. Finally, it was observed that the MAE has been improving from the early approach to the latest facial embedding approach.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>Early Approach</td>
<td>DS13K</td>
<td>DeepUAge</td>
<td>Vec2UAge</td>
</tr>
<tr>
<td>Age Range</td>
<td>1-25</td>
<td>0-25</td>
<td>1-20</td>
<td>1-18</td>
</tr>
<tr>
<td>Dataset</td>
<td>VisAGE Beta</td>
<td>DS13K</td>
<td>DeepUAge</td>
<td>Vec2UAge</td>
</tr>
<tr>
<td>Dataset Description</td>
<td>Early Implementation of VisAGE</td>
<td>Flickr + UTKFace + Dataset Generator</td>
<td>VisAGE+ Dataset Generator</td>
<td>VisAGE+ SelfieFV+ Aug.</td>
</tr>
<tr>
<td>DS Size</td>
<td>17,886</td>
<td>12,792</td>
<td>17K</td>
<td>90K</td>
</tr>
<tr>
<td>NN</td>
<td>VGG16</td>
<td>VGG16</td>
<td>ResNet50</td>
<td>4-L NN</td>
</tr>
<tr>
<td>Image Size</td>
<td>Unknown</td>
<td>224 x 224</td>
<td>224 x 224</td>
<td>224 x 224</td>
</tr>
<tr>
<td>Pre-Pro.</td>
<td>Azure</td>
<td>dlib</td>
<td>DCA</td>
<td>dlib</td>
</tr>
<tr>
<td>Algorithm</td>
<td>C</td>
<td>H</td>
<td>C</td>
<td>R</td>
</tr>
<tr>
<td>MAE (Test)</td>
<td>6.86</td>
<td>3.96</td>
<td>2.73</td>
<td>2.36</td>
</tr>
</tbody>
</table>

Table 6.18: Summary of Created Models. For the Algorithm field, C is Classification, R is Regression and H is Hybrid.
CONCLUSIONS AND FUTURE WORK

7.1 Summary

Cybercrime Investigations are delayed due to the evergrowing digital forensic backlog. Our main goal is to assist the backlog with DL techniques focused on facial images that can be present in criminal cases involving CSEM. Due to the sensitivity of these cases, using data-driven methods may raise questions in court and if the algorithm does not perform to the satisfaction required, the methods could never be considered again by the Judge.

To address this problem, four research questions were presented in Section 1.3. In this Section, the methods used to address each research question are analysed.

RQ1: “How can the design and implementation of an age-prediction-based DL model aid the digital forensics backlog”

The following hypothesis was presented: H1) DL predicts incriminating content related to child abuse material at a faster rate than human investigators.

Digital Forensic tools require high accuracy. The state-of-the-art methods for facial age estimation were evaluated in Section 4.1 and a baseline analysis of performance evaluation was established. The best methods per year oscillated between MAE values of 2.56 and 6.77. Low performance in age estimation was noticed and a gap in the facial ageing datasets was found. The lack of underage subjects yielded low performance in age estimation. The algorithms developed would be able to surpass the state of the art for underage subjects but a dataset was needed not only to create underage models but also to disseminate an age balanced dataset that could be used for testing and validation. An automated solution was also needed to collect and label single-faced frontal images. The reason the faces were frontal was to divide the problem into a smaller one. Current approaches attempt to generalise the models to different poses,
occlusion and low quality tolerance, large age ranges, etc. But this makes the problem highly complex and challenges the performance. Therefore, a smaller problem was addressed. Several approaches, architectures and hyper-parameters were tested. A testing framework was built and the experiments were logged. A regression model based on facial embeddings (outlined in Section 4.5.3) that reached a MAE of 2.36 was achieved, which outperforms other age prediction models.

Additionally, a tool for DF was proposed based on facial embedding extraction. The conventional hash methods to detect CSEM can be improved with the facial embedding approach to recognize faces. This would speed the process of facial recognition and image grouping by subject, in large collections of photographs.

Finally, over 350 experiments were executed with the Vec2UAge approach (outlined in Section 4.5.3). These experiments were logged and each model was produced in an average of 18 minutes. The average runtime per optimisation algorithm was evaluated in Section 6.6.5 and the SWA optimiser was found to be the most optimal.

RQ2: “How can DL be used to aid digital forensic investigators and lessen their exposure to sensitive data?”. For this research question, the following hypothesis was presented: H1) Many types of ML techniques can discover evidence that is missed by human experts such as pixel patterns or low quality images, i.e., enhanced machine identified features versus those perceptible by human analysts.

Based on the no free lunch theorem, i.e., there is no single model that works best for every problem, our focus was to find a model that suits best for high quality underage age estimation. The approach may fail in other situations, such as adult age ranges or low-quality images. In order to attempt to address the low quality problem, there are several approaches: one of the approaches would be to create a model that is trained with low quality images and employ techniques such as super-resolution processing, de-blurring, etc. Therefore, analysis of low-quality images is addressed in future work. Nevertheless, the improvement of facial age estimation algorithms with the addition of safe technologies, would not only allow the investigator to verify CSEM in a safe manner but it would reduce the exposure and focus on cases were the machine has poor confidence of an image being legal or illegal.

RQ3: “What are the influencing factors that can improve the performance of facial age prediction models”.

Two hypothesis were formulated:

H1) Factors such as emotion, skin tone, facial hair, occlusion, etc., can impact age es-
timation performance. H2) Gender has a linear correlation with age estimation performance.

To answer this question, several online and offline models were analysed, facial age estimation and attribute prediction was studied. Although ethnicity was a variable that was not analysed in this study, there were several report of studies claiming that algorithms were biased. This was checked in our research. Unbalanced and bias data-sets were omnipresent. In our studies several facial attributes were analysed such as hair, makeup, occlusion, quality, skin tone, etc. The skin tone was automatically computed with an FCE algorithm which was explained in Section 3.2.9. It was also determined that there was an influence of gender in age estimation. This was proven in Section 6.1.3. Strong and mild linear correlations were found between the error difference and [exposure, noise, facial hair, gender, anger, glasses, etc].

RQ4: “What is the impact of integrating ML including DL techniques with digital forensic processing with regards to forensic soundness, court admissibility, and case throughput capabilities?”. For this research question, two hypothesis were presented: H1) DL can perform rapid triage to accurately detect illicit multimedia while maintaining forensic soundness. And, H2) ML and DL techniques are not sufficiently accurate for a DF use case.

Many facial age estimation methods are built on datasets with estimated or guessed age label, low sample counts, highly noisy data, unbalanced/biased data, or age bins, e.g., binary groups that separate underage subjects from adults, and/or small groups such as child, teen, adult, etc. Usually, the usage of groups hinder the filtering of illegal content due to its non-dynamic structure. Some of the aforementioned methods affect the reliability of the ML assistance and hence decrease the credibility of the approach. Furthermore, any introduction of reasonable doubt may dismiss a case. As mentioned previously in Section 2.1.2.4, to attempt to alleviate this issue, the Daubert standard is suggested. It was introduced in 1993 and has been used by most state courts in the USA as a rule of evidence to assess the reliability of scientific evidence through the following factors: (1) the method can be and has been tested, (2) subject to peer review, (3) error rates are acceptable, (4) general acceptance in the scientific community. In regards to these factors, Nutter states that “ML easily satisfies three of the four Daubert factors without extensive discussion”. However, it should be ensured that the AI in question is not biased in any specific way, especially regarding race/ethnicity and gender.

Intelligent automation is needed to expedite digital investigations that are hampered by lack of resources, such as time and skilled expertise. Moreover, Sanchez et al. through a survey, noted that digital forensic practitioners demand automated tools to
detect CSEM, age estimation and skin tone detection. Nevertheless, due to the nature of courtroom practice, and the necessity of expert testimony, it is neither intended nor anticipated that these AI techniques will fully replace trained investigators. Rather, this type of investigative aid has the potential to greatly expedite digital forensic analysts in their work, and potentially lower the psychological load of dealing with CSEM on an ongoing basis.

7.2 Conclusions

Facial age estimation is still a challenging topic due to external factors such as the environment, habits, ethnicity, diet, etc. Underage age estimation for DF is continuously being studied and the performance has been improving, entitling digital forensic practitioners to use tools and techniques that include Computational Intelligence to detect and analyse evidence; particularly DL. Current models usually attempt to tackle several challenging factors that affect the age estimation performance such as facial occlusion, non-frontal faces, brightness, contrast, quality, etc. In our approach, a simpler challenge is addressed and a better performance is achieved. A distribution for the evaluation model metric is proposed. This distribution is better than having a single value because it allows researchers to chose a model with more confidence. The exploration of optimal LR was key in the influence of high performing underage age estimation models. Another key factor that aided the performance was the quality of the dataset. The creation of the VisAGe dataset enabled the bench-marking of algorithms, analysis of influencing factors on underage facial age estimation, creation of models for the underage group, and the dissemination of the largest human verified underage age estimation dataset. Facial pre-processing techniques are paramount in obtaining better performing models. The DCA approach was developed and a robust technique that produced better results in comparison to other facial pre-processing technologies was presented. The data augmentation techniques have been proved in the past to increase performance but the correct transformation must be chosen; specifically with facial embeddings. The calculation of the facial vectors enabled the use of simpler neural networks. And the experiments were managed swiftly without the use of a GPU. Collaborative tools to record and manage all the experiments, while tracking and visualising metrics such as loss and accuracy, are paramount for researchers not only in DF but in other areas.

The datasets and models created were of predominately white children. It is paramount of being aware of the issues associated with using biased datasets and the harm they can cause as specified in Section 3.4.
7.3 Future Work

Our ambition is to investigate how to aid digital forensic cases with automated ML and DL-based techniques. A major problem of the use of ML algorithms is that they operate as black boxes, making it difficult to know how the predictions were achieved. As per Deeks, judges are dealing with an increase of confrontations with ML algorithms in criminal, administrative and civil cases due to the black-box nature of the algorithmic outcomes [57]. The main issue is that the best performing models are the so-called “black boxes” and are not able to explain why certain decision was made [109]. For this reason, the use of Explainable AI (XAI) (which is an AI where the results of a solution can be understood by humans) is imperative and encouraged as supplementary research for law enforcement and courtroom practice.

As future work, our objective is to expand this study further through comparative analysis (with several performance evaluation metrics) of further cloud-based and offline age estimation services. Moreover, the weakness of the current tools is presented where the supplied photograph is not particularly clear. Because of the angle at which it was taken and/or poor quality lighting. These are standard problems in all forms of facial recognition that we wish to address in the future.

We have identified a need for bigger and more diverse datasets for child face recognition to improve our models. Predicting race/ethnicity from images, and the impact of race/ethnicity on the accuracy of predictors using facial images are both topics that have currently received a lot of controversy. These topics are a limitation of our research but of interest for future work.

Once we have collected a dataset with the relevant tags with a considerable size, we would re-train a model specifically for underage images that could help enhance not only age prediction services but also other tools that require identification of child exploitation material.

As future work, there is room to improve the size of VisAGe, expand to more age ranges, emphasise the classification of images by ethnicity, and create specific models that would address certain issues such as low-image quality, illumination and occlusion. The Europol regularly releases unique objects that are present in a crime scene. Technology such as super-resolution could be used to improve the quality of the images and produce better results. This can also be applied to facial images obtained from CCTV cameras to reconstruct an image with better quality and obtain relevant information from the face such as gender, age, skin-tone, ethnicity, etc. It may be worth exploring multi-view approaches to normalise images as a pre-processing step.
In regards to the influencing factors of facial age estimation on underage subjects, further investigation can be conducted on the identification and segregation of negative influencing factors. Exploring the effects of isolating negative influencing factors and the inclusion of only positive influencing factors may have an impact on the accuracy of underage facial age estimation. The coefficient values obtained were based on Pearson’s linear approach, it must be considered that a potential strong non-linear correlation may exist between the error difference and another variable. As a result, future work is to explore with nonlinear correlations.

The main goal of this dissertation is to aid law enforcement in the detection and investigation of CSEM. From a victim identification standpoint, we would like to analyse other components that are present in a digital forensic CSEM crime scene including garments, visual geo-location clues, object detection, etc. We also plan to make the VisAGe dataset available and encourage others to contribute, e.g., to improve the demographic balance regarding age/gender/ethnicity that is currently lacking. Lastly, a safe framework will be created to interact with LEAs and evaluate the accuracy of our approaches with real cases.

Finally, while using a fixed encoder (FaceNet) to produce facial embeddings worked well, fine-tuning the encoder by back-propagating the loss from the age estimation module with a low LR should produce a more optimal representation. Trained with a regression loss, the models outlined in the Vec2UAge approach produce a point estimate of the subject’s age. However, the value of such an estimate to a DF end-user would be increased if the model instead produced a well-conditioned distribution (mean and variance), for example by applying the methods described in SWAG [167]. Lastly, the use of a hyper-parameter optimisation framework for ML such as Optuna [3] would aid the experiments to find improved performance for underage facial age estimation.
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1. Overview

VisAGe is a web-based voting system aimed to label facial images with age and gender. The system has been built with a dataset of images that have been obtained from Flickr. The hybrid interaction with both humans and machines to tag data is an approach that can lessen the effort of users in order to contribute to research. The users can vote from a digital handheld device, laptop, computer, etc. Only a web browser is required. Once three votes are committed, the image becomes part of a positive voting dataset available for researchers. Moreover, different campaigns are created so the voting can be sorted by age, gender and type of faces such as single, multiple and others (No face). Finally, images are downloadable with the metadata corresponding to the Microsoft Azure Face API results. The results are presented in a JSON format and are attached to the files in a zip format.

2. Accessing VISAGE

To access the VisAGe web application, please use a browser and type:

http://scanlon.ucd.ie:8080/gallery

The following screen should be displayed:

---

Welcome to Visage

Please login if you have an existing account or register.

---

Figure 1 Welcome Screen
3. Users

In order to access Visage, a valid user must be registered. The system will allow the freely creation of users and sensitive data is stored on the database with modern password hashing.

a. Registering a User

On the web application, select REGISTER on the menu. Type a new valid username, email address, password.

![Register User](image1.png)

*Figure 2 Register User*

After pressing Sign up, the following screen should be displayed:

![Registration Successful](image2.png)

*Figure 3 Registration Successful*

b. Signing in

Once a user has been created, you should be able to login with the credentials provided. If you are having trouble signing in, please contact the system administrator.
If the login was successful, the screen depicted in Figure 4 Home Screen should be displayed:

![Figure 4 Home Screen](image)

As seen in Figure 4 Home Screen, we have a menu where we can select HOME, STATISTICS or LOGOUT.

After the welcoming message, the top 5 latest campaigns will be displayed and a Query functionality where we can select a personalized query.

4. Campaigns

The system is designed to work with campaigns, so we can track the progress by age and gender.

   a. Starting a Campaign
As seen in Figure 4 Home Screen, you can either select a campaign displayed in the top 5 latest campaigns by clicking the link over the values of the age in the age column. The other option would be to select a personalized campaign by typing in the age, selecting the gender, choosing the type of face and finally clicking on the GO button.

The following screen should be displayed as shown in Figure 5 Album details:

![Album details](image)

Details of the campaign are shown such as Code, Gender, Type and the number of images available for voting.
5. Voting
   a. Mechanism
   When 3 votes are submitted, the system stops generating the voted images and provides new images.
   b. Submitting vote
   The process of submitting a vote is done after discarding or approving images that are relevant to the campaign selected.

Figure 6 Votes below depicts how images are voted positively and negatively.

Once the images are selected, the vote button must be pressed. The following text should appear on the top side of the web page:

"Thank you for your vote! next set of images are presented".

6. Statistics
In order to track the work done, a statistics option is available. There are 3 sections presented: General, Age Range and Users
   a. General
   This panel gives us an overview of the total of metadata, photos created, and photos processed by Microsoft Azure as shown in Figure 7 General statistics.
b. Age Range

This panel has information by age and calculates the total. The descriptions are depicted in Table 1.

<table>
<thead>
<tr>
<th>Column</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voted Positively</td>
<td>Image has been voted positively 3 times by different users</td>
</tr>
<tr>
<td>Missing Votes</td>
<td>Votes are pending on different Users in order to gain 3 votes</td>
</tr>
<tr>
<td>Disagreed Votes</td>
<td>Votes are different by different users</td>
</tr>
</tbody>
</table>

Table 1 Column description

In the panel shown in Figure 8 Age Range Statistics, links can be noticed over positive votes.

Figure 7 General statistics

Figure 8 Age Range Statistics
c. Users

In the user’s panel, there is a summary of contributions by user by campaign observed in Figure 9 Summary contributions.

<table>
<thead>
<tr>
<th>User/Campaign</th>
<th>...</th>
<th>...</th>
<th>...</th>
<th>...</th>
<th>...</th>
<th>...</th>
<th>...</th>
<th>...</th>
<th>...</th>
<th>...</th>
</tr>
</thead>
<tbody>
<tr>
<td>sandeep</td>
<td>60</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>sandeep</td>
<td>30</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>sandeep</td>
<td>50</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>140</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 9 Summary contributions

Furthermore, the user can access the campaign details by clicking on the campaign id.

i. Campaign details

The details of a specific campaign can be seen in the STATISTICS option, on the Users panel by clicking on the code of the campaign:

Figure 10 Campaign Details

7. Positive Votes

The images that are the outcome of 3 votes can be shown by clicking on the links discussed in the section 7.
A web page is displayed with the positively voted images:

![Image of positively voted images]

**Figure 11** Positive votes for 1 year old males

a. **Downloading Images and Metadata**

By clicking the download button, a zip file is downloaded containing images and a JSON file with the Azure Face API metadata as shown in Figure 12.

![JSON file example]

**Figure 12** JSON file